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In this paper, we propose a new framework to construct confidence sets for a d-dimensional unknown
sparse parameter θ under the normal mean model X ∼ N(θ , σ 2I). A key feature of the proposed
confidence set is its capability to account for the sparsity of θ , thus named as sparse confidence set.
This is in sharp contrast with the classical methods, such as the Bonferroni confidence intervals and
other resampling-based procedures, where the sparsity of θ is often ignored. Specifically, we require the
desired sparse confidence set to satisfy the following two conditions: (i) uniformly over the parameter
space, the coverage probability for θ is above a pre-specified level; (ii) there exists a random subset S of
{1, ..., d} such that S guarantees the pre-specified true negative rate for detecting non-zero θj’s. To exploit
the sparsity of θ , we allow the confidence interval for θj to degenerate to a single point 0 for any j /∈ S.
Under this new framework, we first consider whether there exist sparse confidence sets that satisfy the
above two conditions. To address this question, we establish a non-asymptotic minimax lower bound for
the non-coverage probability over a suitable class of sparse confidence sets. The lower bound deciphers
the role of sparsity and minimum signal-to-noise ratio (SNR) in the construction of sparse confidence
sets. Furthermore, under suitable conditions on the SNR, a two-stage procedure is proposed to construct a
sparse confidence set. To evaluate the optimality, the proposed sparse confidence set is shown to attain a
minimax lower bound of some properly defined risk function up to a constant factor. Finally, we develop
an adaptive procedure to the unknown sparsity. Numerical studies are conducted to verify the theoretical
results.

Keywords: Adaptivity; confidence interval; high-dimensional statistics; minimax optimality; sparsity;
true negative rate.

1. Introduction

Assume that we observe a d-dimensional random vector X = (X1, ..., Xd) satisfying the following
normal mean model, also known as Gaussian sequence model,

X ∼ N(θ , σ 2I), (1.1)

where θ = (θ1, ..., θd) is a d-dimensional unknown parameter, I is an identity matrix and σ 2

is the common variance which is assumed to be known. The mathematical simplicity of normal
mean models is often exploited to discover the fundamental phenomena underlying more compli-
cated statistical models. In particular, the normal mean model has attracted numerous interest in
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2 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

high-dimensional statistics. Among others, [1] proposed an adaptive procedure for estimating sparse
θ which is asymptotically minimax for �r loss, while [10] derived the minimax risk for the recovery
of sparsity pattern under the Hamming loss. From a different perspective, the detection boundary for
testing the null hypothesis θ = 0 has been well studied by [2, 17, 18], among many others. However,
the uncertainty quantification in terms of confidence sets for θ is less explored, partly because one can
easily construct the following (1 − α) level confidence sets:{

θ ∈ R
d : max

1≤j≤d
|Xj − θj| ≤ tασ

}
, (1.2)

where the cut-off tα can be determined by the Gaussianity of X with Bonferroni (or Sidak) correction
or resampling methods [3, 13]. With a slightly different goal, [6] proposed to construct confidence
intervals for some randomly selected components of θ , known as selective confidence intervals; see also
[7, 16, 31, 34] for some recent development.

Recently, there is a growing interest in developing confidence intervals for sparse linear regression
and other regression models, for instance, [5, 11, 19, 24, 26, 27, 29, 32], a list that is far from exhaustive.
The method is often termed as a debiased or desparsifying approach in the literature. Their main idea is
to remove the bias of the penalized estimator, e.g. Lasso, so that the resulting estimator of the unknown
regression coefficients is asymptotically linear. The confidence intervals for each component of the
regression parameter are obtained by Gaussian approximation. Intuitively, the debiased estimator can be
viewed as the random vector X in the normal mean model after the use of the central limit theorem
and other asymptotic approximations. As a result, one can construct confidence sets for the whole
vector of regression parameter in a similar way as (1.2) using the resampling method; see [33]. In
another strand of research, [25] proposed honest and adaptive confidence sets for sparse linear models.
A computationally feasible approach is developed by [12], in which the confidence set has the form
BCn ,̂θ := {θ ∈ R

d : ‖̂θ − θ‖2 ≤ Cn} for some suitable Cn, and θ̂ is the Lasso estimator in linear
regression.

For such confidence set centred at the debiased estimator or Lasso estimator (e.g. BCn ,̂θ ), the points
in this set are not necessarily sparse (especially in finite samples). If we know a priori that the true
parameter is sparse, all non-sparse points in BCn ,̂θ are not the true parameter, which can be removed
from BCn ,̂θ . In other words, the confidence set BCn ,̂θ does not respect the sparsity structure of the
parameter. Conceptually, we can improve BCn ,̂θ by taking all sparse points in BCn ,̂θ as the confidence set
for θ . However, such a procedure is less intuitive and the result is hard to interpret. To the best of our
knowledge, it is an open problem to formulate ‘sparse confidence sets’ and, if possible, construct them
in a simple and optimal way.

1.1 Formulation of sparse confidence sets

To address this question, we propose a new framework to construct ‘sparse confidence sets’ for θ under
the normal mean model. The proposed method can simultaneously quantify the uncertainty of non-zero
parameters and also account for the sparsity of θ . To be specific, we first consider the setting that the
parameter θ = (θ1, ..., θd) belongs to a one-sided sparse set in R

d, i.e. θ ∈ �+(s, a), where

�+(s, a) = {θ ∈ R
d : ‖θ‖0 ≤ s, min

j:θj �=0
θj ≥ a}, (1.3)
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Y. NING AND G. CHENG 3

for some s, a > 0. Given X ∼ N(θ , σ 2I), a sparse confidence set M(S, U, L) for θ is defined in the
following form:

M(S, U, L) = {θ ∈ R
d : θSc = 0 and θj ∈ [Lj, Uj] for any j ∈ S}, (1.4)

where S := S(X) is a random subset of [d] = {1, 2, ..., d}, Sc denotes the complement of S and L =
(L1, ..., Ld) and U = (U1, ..., Ud) with Lj := Lj(X) and Uj := Uj(X), respectively, being the lower and
upper confidence bounds for θj. If j belongs to S, [Lj, Uj] is the confidence interval for θj, otherwise
the confidence interval degenerates to a single point 0. The cardinality of the random set S determines
the ‘sparsity’ level of M(S, U, L). Note that by setting S = [d], M(S, U, L) reduces to the classical
confidence intervals, such as (1.2). On the other hand, if the support set of θ is known, one can take
S = supp(θ) and M(S, U, L) reduces to the so-called oracle confidence intervals; see Remark 4. By
exploiting the sparsity of θ , the oracle confidence interval degenerates to 0 for those θj not in the support,
and therefore is an example of sparse confidence sets in (1.4). Since the support set of θ is unknown, in
regression models, [14, 15, 30] proposed to construct asymptotically valid oracle confidence intervals
for the non-zero parameters under the assumption that the support set can be recovered with probability
tending to 1.

Formally, we require that the desired sparse confidence set (1.4) should satisfy the following two
conditions.

• M(S, U, L) has the desired coverage probability for θ uniformly over �+(s, a), that is for a given
level 0 < α < 1,

sup
θ∈�+(s,a)

Pθ (θ /∈ M(S, U, L)) ≤ α. (1.5)

This is the typical requirement for the validity of the confidence set.

• M(S, U, L) is ‘sparse.’ Formally, for a given level 0 < δ < 1, we require

FPR ≤ 1 − δ, where FPR := sup
j∈[d]

sup
θ∈�+(s,a),θj=0

Pθ (j ∈ S(X)). (1.6)

This condition implies that the probability of a null signal with θj = 0 being selected by some
variable selection algorithm via the set S(X) is no greater than 1 − δ. Thus, 1 − δ corresponds to
the false positive rate (FPR) of selecting non-zero θj’s. Similarly, we can define the true negative
rate (TNR) as TNR = 1 − FPR, and view δ as the desired TNR level. From this interpretation, we
can see that a larger value of δ requires the confidence set to have less false positives. Finally, we
note that δ also controls the expected cardinality of S = S(X), where we use |S(X)| to denote the
cardinality of the set S(X). Specifically, by (1.6) we obtain

sup
θ∈�+(s,a)

Eθ |S(X)| = sup
θ∈�+(s,a)

[ ∑
j:θj �=0

Pθ (j ∈ S(X)) +
∑

j:θj=0

Pθ (j ∈ S(X))
]

≤ s + (d − s)(1 − δ),
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4 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

where the inequality follows from ‖θ‖0 ≤ s and (1.6). Recall that if j /∈ S(X), [Lj, Uj] degenerates
to a single point 0. Thus, the expected number of intervals [L, U] that degenerate to 0 is at least
(d − s)δ, i.e. Eθ |Sc(X)| ≥ d − s − (d − s)(1 − δ) = (d − s)δ.

Conceptually, it may be more intuitive to directly pre-specify the size of S when constructing
M(S, U, L) as opposed to requiring (1.6). However, an appropriate choice of |S| depends on the unknown
sparsity of θ and is often difficult to specify in practice. Therefore, we take the current approach which
requires (1.6) together with (1.5).

1.2 Main results

Under this novel framework, our goal is to construct M(S, U, L) such that (1.5) and (1.6) hold. In view
of the definition of the sparse confidence set (1.4), it is easily seen that if there exists some j ∈ [d] such
that j ∈ supp(θ) and j /∈ S, then θ would never be covered by M(S, U, L). Similarly, if |S| is too large
(e.g. S = [d]), there may exist too many false positives such that (1.6) is violated. Thus, the bottleneck
is how to construct a set S for which supp(θ) ⊆ S holds with some desired probability and (1.6) is
valid. We first study the existence of such set S. To this end, a non-asymptotic minimax lower bound
for Pθ (supp(θ) �⊆ S) is established in Theorem 1 over a suitable class of random sets S satisfying (1.6).
More precisely, the class of the random sets is defined in (2.1). The lower bound details the conditions
on the sparsity and minimum signal-to-noise ratio (SNR) in the construction. To match the lower bound,
we further show in Theorem 3 that, under appropriate conditions on the SNR, a random set Ŝα′ obtained
by a simple thresholding procedure contains supp(θ) with probability greater than 1 − α′ and satisfies
(1.6), where α′ is a pre-specified tolerance level.

Given the set Ŝα′ , we proceed to construct the lower and upper confidence bounds L and U. Since
the parameter space �+(s, a) in (1.3) is one-sided, we focus on the one-sided sparse confidence set with
Uj = +∞ for j ∈ S. In Section 2.2, we derive the lower confidence bound L̂j for those j ∈ Ŝα′ using
Bonferroni correction to account for the multiple comparisons and the randomness of the estimated
set Ŝα′ . In Theorem 4, we show that the sparse confidence set constructed above satisfies the desired
conditions (1.5) and (1.6).

Theorems 1, 3 and 4 together characterize the role of the minimum SNR, defined as a/σ , in the
construction of sparse confidence sets. In particular, in the asymptotic regime d, s → ∞, a phase
transition phenomenon occurs when the SNR reaches the level �−1(δ) + √

2 log s, where �−1(·) is
the inverse function of the Gaussian c.d.f. �(·). To be specific, if a/σ ≤ �−1(δ) + (1 − ε)

√
2 log s for

an arbitrarily small positive constant ε, it is impossible to construct sparse confidence sets with the set
in (2.1). On the other hand, if a/σ ≥ �−1(δ) + √

2 log s, the proposed sparse confidence set satisfies
the conditions (1.5) and (1.6).

When the conditions on the SNR are fulfilled, there exist infinite number of sparse confidence
sets of form (1.4) that meet (1.5) and (1.6). In Section 3, we further evaluate the optimality of the
sparse confidence set. For the one-sided interval M(S, U, L), we formally define the following optimality
criterion function

R(M(S, U, L), �+(s, a)) := sup
1≤j≤d

sup
θ∈�+(s,a)

Eθ (θj − Lj), (1.7)

which represents the maximum distance between θj and Eθ (Lj); see Section 3 for further details.
Intuitively, Lj ≤ θj is expected in order for the one-sided confidence interval to cover the unknown
parameter θj. As a result, the smaller Eθ (θj − Lj) is, the more preferred the confidence interval is.
However, the non-coverage probability of the confidence set M(S, U, L) can be inflated, if we force
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Y. NING AND G. CHENG 5

R(M(S, U, L), �+(s, a)) to be too small. This trade-off is formalized in Theorem 6. In particular, we
establish the non-asymptotic minimax lower bound for the non-coverage probability of M(S, U, L) over
the class of confidence sets that satisfy (1.6) and R(M(S, U, L), �+(s, a)) ≤ m for some given m. Under
the asymptotic regime d, s → ∞, a direct implication of Theorem 6 is the minimax lower bound for
R(M(S, U, L), �+(s, a)). This result is shown in Corollary 8. We further show that the sparse confidence
set M̄α′ defined in (2.14) attains the above minimax lower bound up to a constant factor 2. Thus, the
proposed sparse confidence set is optimal (up to a constant) with respect to R(M(S, U, L), �+(s, a)).

While the proposed sparse confidence set M̄α′ is optimal, the construction of M̄α′ requires the
knowledge of the unknown sparsity s and the minimum signal strength a. In Section 4, we propose
a sparse confidence set that is adaptive to the unknown sparsity. In Theorem 9, we show that, under
the asymptotic regime, the adaptive sparse confidence set attains the same minimax lower bound for
R(M(S, U, L), �+(s, a)) up to a constant.

Numerical studies are conducted in Section 6 to backup our results. The proofs are deferred to the
Appendix.

1.3 Comparison with the existing literature

In selective inference, the goal is to provide valid confidence intervals for a set of selected parameters
{θi}i∈̂S, where Ŝ is a data-dependent subset of [d] from some variable selection algorithm. Within this
framework, there are different types of error rates one may want to control, such as simultaneous over
all possible selection (SoP) error rate [8], conditional over selected error rate [21] and simultaneous over
selected (SoS) error rate [7, 16]. Refer to [7] for the detailed literature review. Note that one requirement
of our sparse confidence set is (1.5), which implies that the sparse confidence set controls the SoP and
SoS errors at level α; see Section 5 in [7].

While our two-stage procedure is in similar spirit to selective confidence intervals, our goal is to
provide a valid confidence set that covers the whole vector of θ with the desired coverage probability. In
particular, if j /∈ S(X) for some S(X) constructed via our two-stage method, our confidence interval for
θj is 0. The uncertainty of assigning 0 confidence intervals to θj is taken into account in our method. In
contrast, selective inference makes no confidence statement about the parameters not selected in Ŝ (or
equivalently their confidence interval for θj is (−∞, +∞) for j /∈ Ŝ).

The confidence intervals from the debiased method can be viewed as the confidence intervals with
Bonferroni correction under the Gaussian sequence model [5, 11, 19, 26, 29, 32]. Both the Bonferroni
confidence intervals and our sparse confidence intervals have the desired coverage probability for the
entire vector θ ∈ R

d. However, our sparse confidence intervals can degenerate to the point 0 for some
entries of θ , which means the sparse confidence intervals can also perform variable selection. Intuitively,
if the practitioners are interested in both variable selection and confidence intervals for θ , the sparse
confidence intervals can be more appropriate. Finally, we note that the optimality results established
in Corollary 8 are not applicable to the Bonferroni confidence interval, as it does not belong to M+ in
(3.4).

Notation. The following notations are used throughout the paper. For any a, b ∈ R, denote a ∨ b =
max(a, b) and a ∧ b = min(a, b). Denote (a)+ = a if a > 0 and 0 otherwise. For any sequences an, bn,
we write an ∼ bn if an/bn → 1 as n → ∞.

2. Sparse Confidence Sets for One-sided Parameter Space

In this section, we consider how to construct sparse confidence sets M(S, U, L) under the normal mean
model X ∼ N(θ , σ 2I), where θ belongs to the space �+(s, a) defined in (1.3). In order to guarantee
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6 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

(1.5) and (1.6), the bottleneck is to construct the set S, if it is possible. In Section 2.1, we consider how
to construct the set S as our first step. Once the set S is available, we construct appropriate lower and
upper confidence bounds L and U in Section 2.2.

2.1 Construction of the set S

The first question concerns whether it is possible to construct an index set S with the desired properties.
Define

F(δ) = {S(X) : P0( j ∈ S(X)) ≤ 1 − δ,

and the event { j ∈ S(X)} only depends on X j for any j ∈ [d]}, (2.1)

where we define P0(E (X j)) as the probability of some event E (X j) depending on X j, where X j ∼
N(0, σ 2) and δ is specified in (1.6). On top of (1.6), we focus on the separable rule: whether j is selected
by S(X) or not is independent of the data Xi for i �= j.

The following theorem provides the non-asymptotic minimax lower bound for Pθ (supp(θ) �⊆ Ŝ)

over the class of separable rules F(δ) for any given δ.

Theorem 1. (Minimax lower bound). For any s ≥ 1 and 0 < δ < 1, we have

inf
Ŝ∈F(δ)

sup
θ∈�+(s,a)

Pθ (supp(θ) �⊆ Ŝ) ≥ 1 − 1

(
 + 1)s
, (2.2)

where 
 = �(�−1(δ) − a/σ). Furthermore, consider the asymptotic setting that s, d → ∞. Let cs
denote an arbitrary sequence cs → ∞ and cs/s → 0. When the SNR satisfies

a/σ ≤ κ∗ := �−1(δ) − �−1(cs/s), (2.3)

we have

lim inf
d,s→∞ inf

Ŝ∈F(δ)

sup
θ∈�+(s,a)

Pθ (supp(θ) �⊆ Ŝ) = 1. (2.4)

A few remarks are in order. First, we note that the non-asymptotic lower bound in (2.2) depends on
the TNR δ, the SNR a/σ and the sparsity level s. Since we are only interested in whether the non-zero
parameters in θ are selected by Ŝ or not, the lower bound is free of the dimensionality d, which differs
from the lower bounds for support recovery [10]. Second, the role of SNR and TNR becomes more
transparent in the asymptotic regime as both d, s → ∞. In particular, the asymptotic lower bound in
(2.4) implies that when the SNR is finite or diverges slowly enough (a/σ ≤ κ∗), we cannot construct
sparse confidence sets M(̂S, U, L) where Ŝ ∈ F(δ) contains supp(θ) uniformly over the parameter
space �+(s, a). Third, we comment that κ∗ > 0 if and only if δ > cs/s. Thus, the negative result (2.4)
is meaningful only if the pre-specified TNR is greater than cs/s.

Recall that in view of the definition of the sparse confidence set, θ ∈ M(S, U, L) implies supp(θ) ⊆
S. Thus, Theorem 1 leads to the following simple corollary on the feasibility of sparse confidence sets.
To avoid repetition, we only present the asymptotic result.
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Y. NING AND G. CHENG 7

Corollary 2. Under the asymptotic setting s, d → ∞, if (2.3) holds, then for any sparse confidence
set M(̂S, U, L) with Ŝ ∈ F(δ) we always have

lim inf
d,s→∞ sup

θ∈�+(s,a)

Pθ (θ /∈ M(̂S, U, L)) = 1.

As a result, the two requirements (1.5) and (1.6) cannot hold simultaneously unless the SNR is above
the threshold κ∗ defined in (2.3).

In the following text, we construct an index set that satisfies the desired coverage probability under
certain signal strength condition. The estimator Ŝα′ is defined as

Ŝα′ =
{

j ∈ [d] :
X j

σ
≥
(
�−1
(α′

s

)
+ a

σ

)
∨ �−1(δ)

}
, (2.5)

where α′ denotes the tolerance level for the non-coverage probability of the index set. The following
theorem shows that Ŝα′ belongs to the set F(δ) and the non-coverage probability of Ŝα′ is no greater
than α′.

Theorem 3. (Upper bound). For any 0 < α′ < 1, it holds that Ŝα′ ∈ F(δ). In addition, if

a/σ ≥ κ∗ := �−1(δ) − �−1(α′/s) (2.6)

holds, then

sup
θ∈�+(s,a)

Pθ (supp(θ) �⊆ Ŝα′) ≤ α′. (2.7)

Remark 1. It is of interest to compare the two thresholds κ∗ in (2.3) and κ∗ in (2.6). Assume that
s → ∞ and α′ is fixed. By the tail bound inequality for Gaussian random variables (e.g. Lemma 16),
we can show that κ∗ ∼ �−1(δ) + √

2 log s. Similarly, we have κ∗ ∼ �−1(δ) + √2 log(s/cs). Thus,
Theorems 1 and 3 together imply a phase transition at the level �−1(δ) + √

2 log s, i.e.

• if a/σ ≤ �−1(δ) + (1 − ε)
√

2 log s for some small positive constant ε, it is impossible to construct
sparse confidence sets M(̂S, U, L) with Ŝ ∈ F(δ), i.e. (2.4) holds.

• if a/σ ≥ �−1(δ) + √
2 log s, Ŝα′ has the desired coverage probability, i.e. (2.7) holds, which leads

to a valid sparse confidence set as shown in the next subsection.

2.2 Construction of one-sided confidence sets

In this section, we are ready to construct the confidence set based on Ŝα′ in (2.5). Recall that θ j ≥ 0
in �+(s, a). We are mainly interested in the one-sided confidence interval concerning the distance of
the lower confidence bound to 0. Specifically, for j ∈ Ŝα′ , we would like to construct a one-sided
confidence interval [c j, +∞) with some c j ≥ 0. If c j is strictly greater than 0 (i.e. 0 is not contained in
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8 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

the confidence interval), we can conclude that θ j is non-zero with the desired confidence level. Thus,
we define the one-sided sparse confidence set as

M̂α′ = M(̂Sα′ , Û, L̂), where L̂ j = (X j − ûα′σ)+, Û j = +∞ (2.8)

for any j ∈ Ŝα′ and ûα′ is to be specified later to attain the desired coverage probability. To simplify the
presentation, we treat α′ as a given tuning parameter.

We partition the SNR region into low and high levels for constructing the sparse confidence set (2.8):

• Low SNR region: RL = {κ : κ∗ ≤ κ < κ∗ ∨ κ̂
}
,

• High SNR region: RH = {κ : κ ≥ κ∗ ∨ κ̂
}
,

where

κ̂ = −�−1
(α − α′

d

)
− �−1

(α′

s

)
(2.9)

and α is the desired level specified in (1.5). In both regions, we require the SNR to be no smaller than
κ∗ in order to guarantee (2.7); see Remark 1. Under the asymptotic regime d, s → ∞, provided that
α, α′ and δ are all taken to be constants, we have κ∗ < κ̂ and RL and RH reduce to {κ : κ∗ ≤ κ < κ̂}
and {κ : κ ≥ κ̂}, respectively. However, if the pre-specified TNR is sufficiently close to 1, i.e. δ >

1 − (α − α′)/d, we have κ∗ > κ̂ . In this case, RL becomes an empty set and RH = {κ : κ ≥ κ∗}.
The following theorem shows that with a suitable choice of ûα′ the sparse confidence set (2.8)

satisfies (1.5) and (1.6).

Theorem 4. For any 0 < α′ < α, provided (2.6) holds, we have

sup
θ∈�+(s,a),θj=0

Pθ ( j ∈ Ŝα′) ≤ 1 − δ, and sup
θ∈�+(s,a)

Pθ (θ /∈ M̂α′) ≤ α,

where ûα′ in (2.8) is given by

ûα′ =
⎧⎨⎩ �−1

(
1 − α−α′

d

)
if a/σ ∈ RL,

�−1
(

1 − α−α′−(d−s)(1−η+)
s

)
if a/σ ∈ RH ,

where η+ = �( a
σ

+ �−1(α′
s )).

Theorem 4 implies that, when the SNR belongs to the low SNR region assuming it exists, the
confidence interval for θ j is either 0 if j /∈ Ŝα′ or [(X j − σ�−1(1 − α−α′

d ))+, +∞) if j ∈ Ŝα′ . Note that
the one-sided confidence interval for θ j with Bonferroni correction (without accounting for sparsity) is
given by [(

X j − σ�−1
(

1 − α

d

))
+, +∞

)
(2.10)
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Y. NING AND G. CHENG 9

for 1 ≤ j ≤ d. Thus, in the case of low SNR, our sparse confidence set for θ j with j ∈ Ŝα′ can be viewed
as the Bonferroni correction at a reduced level α − α′ in order to account for the randomness of the
estimated set Ŝα′ .

To better understand the choice of ûα′ in the high SNR region RH , we focus on the following subset
of RH ,

a

σ
≥
(

− �−1
( α − α′

(1 + ε)d

)
− �−1

(α′

s

))
∨ κ∗, (2.11)

where ε is an arbitrarily small positive constant. In this case, we can show that

(d − s)(1 − η+) ≤ α − α′

1 + ε

d − s

d
≤ α − α′

1 + ε
.

As a result, we have

ûα′ ≤ �−1
(

1 − (α − α′)
s(1 + ε)/ε

)
. (2.12)

Recall that the oracle confidence interval is defined as[(
X j − σ�−1

(
1 − α

s

))
+, +∞

)
(2.13)

for j ∈ supp(θ) and 0 otherwise. Thus, when (2.11) holds, our sparse confidence set with (2.12) is in
similar spirit to the oracle interval with a multiplicity correction factor s(1 + ε)/ε at level α − α′.

While Theorem 4 shows that M̂α′ in (2.8) is a valid sparse confidence set, we show in Appendix C
that M̂α′ is suboptimal in terms of the criterion function R(M(S, U, L), �+(s, a)) in (1.7) (as d, s → ∞).
To investigate the optimality of the sparse confidence set in the next section, we now focus on the
asymptotic regime, where d, s → ∞ and we treat the pre-specified levels α and δ as fixed. In the
following text, we propose an asymptotic sparse confidence set M̄α′ , and establish its optimality in the
next section:

M̄α′ = M(S̄α′ , Ū, L̄), where L̄ j = (X j − ūα′σ)+, Ū j = +∞ (2.14)

for j ∈ S̄α′ . Here, S̄α′ and ūα′ are defined as follows.

• When κ∗∗ ≤ a/σ < κ̄ , define j ∈ S̄α′ if and only if X j/σ ≥ �−1(δ), and

ūα′ =
√

2 log
( d

(α − α′)Cd,α−α′

)
. (2.15)
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10 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

• When a/σ ≥ κ̄ , define j ∈ S̄α′ if and only if X j/σ ≥
√

2 log(
2(d−s)

(α−α′)Cd−s,α−α′ ), and

ūα′ =
√

2 log
( 2s

(α − α′)Cs,α−α′

)
. (2.16)

The cut-off points for the SNR are defined as

κ∗∗ = �−1(δ) +
√√√√2 log

(
s

Cs,α′α′

)
,

and

κ̄ =
√√√√2 log

(
2(d − s)

(α − α′)Cd−s,α−α′

)
+
√√√√2 log

(
s

Cs,α′α′

)
,

where Cs,α′ = 2(π log(s/α′))1/2. The cut-off points κ∗∗ and κ̄ are the asymptotic versions of κ∗ in (2.6)
and κ̂ in (2.9), respectively, by applying the tail bound inequality for Gaussian random variables (e.g.
Lemma 16). Note that κ̄ diverges to infinity faster than κ∗ as d, s → ∞. Thus, unlike the high SNR
region RH in the non-asymptotic setting, there is no need to take the maximum of κ̄ and κ∗.

The following corollary shows that M̄α′ is a valid sparse confidence set as d, s → ∞.

Corollary 5. Assume that d, s → ∞ and δ, α are pre-specified fixed constants. For any 0 < α′ < α,
provided κ∗∗ ≤ a/σ , we have

lim sup
d,s→∞

sup
θ∈�+(s,a),θj=0

Pθ ( j ∈ S̄α′) ≤ 1 − δ, lim sup
d,s→∞

sup
θ∈�+(s,a)

Pθ (θ /∈ M̄α′) ≤ α.

Remark 2. (On the choice of α′). We note that in general κ∗∗, κ̄ and ūα′ in (2.15) and (2.16) all depend
on the choice of α′. However, in the asymptotic regime, if we set α′ = γα for any fixed constant
0 < γ < 1, then ūα′ ∼ √

2 log d in (2.15) and ūα′ ∼ √
2 log s in (2.16), and similarly, κ∗∗ ∼ �−1(δ) +√

2 log s and κ̄ ∼ √2 log(d − s) + √
2 log s, which are all asymptotically independent of α′. From a

theoretical perspective, when d, s are large enough, the choice of α′ has little effect on the proposed
confidence interval. Therefore, in the asymptotic analysis, we treat α′ as a fixed small constant. We
refer to the numerical studies in Section 6 for sensitivity analysis and further practical guidelines on
choosing α′.

Finally, we note that when constructing the sparse confidence set, we treat α and δ as pre-specified.
In other words, we do not consider δ as a tuning parameter in this work. In addition, Corollary 5 shows
that the sparse confidence set M̄α′ is valid when the minimum SNR satisfies a/σ ≥ κ∗∗. Without
knowing this information, the sparse confidence set should be interpreted with care.
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3. Optimality of Sparse Confidence Sets

In this section, we will establish the optimality of the proposed sparse confidence sets with respect to
the criterion function R(M(S, U, L), �+(s, a)) in (1.7). We define a generic class of one-sided sparse
confidence sets as

CI+ = {M(S, U, L) : S ⊆ [d], and for any j ∈ [d], L j, U j only depend on X j,

0 ≤ L j ≤ X j ∨ 0 and U j = +∞ if j ∈ S, otherwise L j = U j = 0}.

In the above definition, S in M(S, U, L) can be any subset of [d]. For any confidence set M(S, U, L) in
CI+, we first require that the construction of (L j, U j) is separable for 1 ≤ j ≤ d, which is compatible
with the condition in the definition of F(δ) in (2.1). In addition, we require L j ≤ X j ∨ 0, a technical
condition to control the tail of L j. In order for the interval [L j, ∞) to cover θ j, one would expect that the
lower confidence bound L j is smaller than X j. Together with L j ≥ 0, this implies 0 ≤ L j ≤ X j ∨ 0. It is

easily seen that the one-sided Bonferrroni confidence set with S = [d] and L j = (X j − σ�−1(1 − α
d ))+

belongs to CI+.
Within the class of confidence sets CI+, we further define M+(m, δ) as a subset such that

R(M(S, U, L), �+(s, a)) ≤ m for some given m > 0 and S ∈ F(δ) holds as defined in (2.1). Formally,
for any m > 0 and δ in (2.1), we have

M+(m, δ) =
{

M(S, U, L) ∈ CI+ : R(M(S, U, L), �+(s, a)) ≤ m, and S ∈ F(δ)
}

, (3.1)

where the quantity m characterizes the maximum distance between θ j and the expected value of the
lower confidence bound E(L j). Intuitively, given any two confidence sets in CI+ both with the desired
coverage probability, we would favour the one with a smaller value of R(M(S, U, L), �+(s, a)), as it
corresponds to a ‘shorter’ one-sided confidence interval and is more informative on the possible range
of θ j. However, if we set m to be too small, the non-coverage probability of any confidence sets in
M+(m, δ) may go beyond the desired level α.

In the following theorem, we demonstrate this trade-off by showing the non-asymptotic lower bound
for the non-coverage probability of any confidence set in M+(m, δ).

Theorem 6. (Minimax lower bound). For any s ≥ 1 and M ∈ M+(m, δ), it holds that

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ max
(

sup
ρ≥a,A≤s

G(d, A, ρ, m), sup
ρ≥0,B≤s

G(s, B, ρ, m), 1 − 1

(
 + 1)s

)
, (3.2)

where 
 is defined in Theorem 1,

G(d, A, ρ, m) = A[g(d, A, ρ) − (m + R)/ρ]+
1 + A[g(d, A, ρ) − (m + R)/ρ]+

,

with

g(d, A, ρ) = d − A

A
�
(

− ρ

2σ
− σ

ρ
log
( d

A
− 1
))

+ �
(

− ρ

2σ
+ σ

ρ
log
( d

A
− 1
))

,
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12 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

and

R =
√

1

2π
σ exp

(
− 1

2

(ρ

σ

)2)√1 + 4(σ/ρ)2 − 1√
1 + 4(σ/ρ)2 + 1

,

and G(s, B, ρ, m) is defined similarly.

We show that the non-asymptotic lower bound (3.2) is the maximum of three terms, which are
obtained by reducing the supremum over θ ∈ �+(s, a) to the maximum over different subsets of
�+(s, a). For example, the first term G(d, A, ρ, m) is obtained by considering the set �(A) = {θ ∈
R

d : ‖θ‖0 = A, θ j = ρ, for anyθj �= 0}, where 0 < A ≤ s and ρ ≥ a. That is we consider all possible
θ with cardinality A and the parameter on the support set is fixed at ρ. Since the non-zero entry is no
smaller than a and the sparsity level is no greater than s, we require ρ ≥ a and A ≤ s. When a diverges
slowly enough as s, d → ∞, this term dominates and converges to 1 for some suitable m, see case (2)
of the following Corollary 7. Similarly, the second term G(s, B, ρ, m) is derived by reducing �+(s, a) to
a different subset; see the proof of Theorem 6 for more information. As seen in case (3) of Corollary 7,
this term converges to 1 when a is sufficiently large. The last term is inherited from Theorem 1, see also
the discussion of Corollary 2.

To simplify the results in Theorem 6, we consider the asymptotic regime in the following corollary.

Corollary 7. Assume that s, d → ∞.

(1). If a/σ ≤ κ∗ defined in (2.3), then

lim inf
d,s→∞ inf

M∈M+(m,δ)
sup

θ∈�+(s,a)

Pθ (θ /∈ M) = 1.

(2). If κ∗ < a/σ ≤ √2 log(d/Ad − 1), then

lim inf
d,s→∞ inf

M∈M+(m,δ)
sup

θ∈�+(s,a)

Pθ (θ /∈ M) = 1,

for m ≤ σ( 1
2 − Wd

Ad
)
√

2 log(d/Ad − 1) +
√

2σ
4
√

π
(1 − Ad

d−Ad
), where Ad, Wd are two arbitrary

sequences satisfying

2Wd ≤ Ad ≤ s,
d

Ad
→ ∞, and Wd → ∞. (3.3)

(3). If a/σ ≥ √2 log(d/A − 1) for some constant 0 < A ≤ s, then

lim inf
d,s→∞ inf

M∈M+(m,δ)
sup

θ∈�+(s,a)

Pθ (θ /∈ M) = 1,

for m ≤ σ( 1
2 − Vs

Bs
)
√

2 log(s/Bs − 1)+
√

2σ
4
√

π
(1− Bs

s−Bs
), where Bs, Vs are two arbitrary sequences

satisfying 2Vs ≤ Bs < s and s/Bs → ∞, Vs → ∞.

D
ow

nloaded from
 https://academ

ic.oup.com
/im

aiai/advance-article/doi/10.1093/im
aiai/iaad003/7080906 by C

ornell U
niversity Library user on 02 April 2023



Y. NING AND G. CHENG 13

This corollary details the trade-off between the coverage probability of the confidence set and the
magnitude of R(M(S, U, L) in three regions depending on the value of a/σ . In particular, case (1) is
inherited from Corollary 2. To understand case (2), we can first pick a sequence Ad that diverges to

infinity sufficiently slow (e.g. slower than s), and then set Wd = A1/2
d . The condition (3.3) holds. Thus,

in case (2), m cannot be smaller than σ( 1
2 − o(1))

√
2 log d in order to guarantee the desired coverage

probability. Similarly, when the minimum SNR a/σ grows fast enough as in case (3), m cannot be
smaller than σ( 1

2 − o(1))
√

2 log s.
Finally, we prove the optimality of the sparse confidence set M̄α′ in Corollary 5. Consider the class

of one-sided confidence sets for which the coverage probability is no smaller than 1 − α uniformly over
�+(s, a), defined as

M+ = {M(S, U, L) ∈ CI+ : lim inf
d,s→∞ inf

θ∈�+(s,a)
Pθ (θ ∈ M(S, U, L)) ≥ 1 − α, and S ∈ F(δ)}. (3.4)

Recall that Corollary 5 implies M̄α′ ∈ M+. In the following corollary, we establish the optimality of
M̄α′ within the class M+ with respect to the criterion function R(M, �+(s, a)) defined in (1.7).

Corollary 8. Assume that d, s → ∞ and δ, α are pre-specified fixed constants.

(1). If κ∗∗ ≤ a/σ ≤ √2 log(d/Ad − 1) for some sequence Ad ≤ s satisfying Ad → ∞ and
d/Ad → ∞, then

lim inf
d,s→∞ inf

M∈M+

R(M, �+(s, a))

σ
√

2 log d/2
≥ 1. (3.5)

Consider the sparse confidence set M̄α′ in Corollary 5 with α′ = γα for any constant 0 < γ <

1. Then M̄α′ ∈ M+ and

lim sup
d,s→∞

R(M̄α′ , �+(s, a))

σ
√

2 log d
≤ 1. (3.6)

(2). If a/σ ≥ κ̃ where κ̃ = √2 log(d − s) − log log(d − s) + C′ + √2 log s − log log s + C′ ∨ ξd
for some sufficiently large positive constant C′ and ξd = √(log log(d − s) − log log s)+, then

lim inf
d,s→∞ inf

M∈M+

R(M, �+(s, a))

σ
√

2 log s/2
≥ 1. (3.7)

The sparse confidence set M̄α′ satisfies M̄α′ ∈ M+ and

lim sup
d,s→∞

R(M̄α′ , �+(s, a))

σ
√

2 log s
≤ 1. (3.8)

Remark 3. The inequalities (3.5) and (3.7) together lead to the asymptotic lower bound for
R(M, �+(s, a)) over the class of one-sided confidence sets M+ in two different regimes. Furthermore,
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14 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

(3.6) and (3.8) imply that the sparse confidence set M̄α′ developed in Corollary 5 matches the lower
bounds up to a constant factor 2 in both regimes.

However, we note that there exists a gap on the minimum SNR between these two regimes. Let
us consider the following setting. By taking Ad to be a sequence that diverges to infinity sufficiently
slow, we have

√
2 log(d/Ad − 1) ∼ √

2 log d in case (1). For case (2), assume that s = dβ for some
0 < β ≤ c < 1, where c is a constant. Then log(d − s) = β log d + log(d1−β − 1) = (1 + o(1)) log d,
and log s = β log d. After some algebra, it can be shown that κ̃ in case (2) satisfies

1 ≤ lim
d→∞

κ̃√
2 log d

≤ 1 + β1/2. (3.9)

Thus, the ratio between the two cut-points κ̃ in case (2) and
√

2 log(d/Ad − 1) in case (1) converges to
1 as β → 0, which occurs if θ is very sparse with s = log d (i.e. β = log log d/ log d). In this case, the
gap between the two regimes diminishes to 0 asymptotically.

Remark 4. (Support recovery and oracle confidence set). Recall that if we know the support of θ , we
can construct the following one-sided oracle confidence interval Loracle

j = (X j − σ�−1(1 − α
s ))+ and

Uoracle
j = +∞ for j ∈ supp(θ) and Loracle

j = Uoracle
j = 0 otherwise. This implies Eθ (θ j − Loracle

j ) ∼
σ
√

2 log s for j ∈ supp(θ). Intuitively, if the support set can be recovered exactly with high probability,
i.e. Ŝ = supp(θ) for some estimator Ŝ, one would expect that (under some conditions) the same result
holds for the plug-in interval[(

X j − σ�−1
(

1 − α

|̂S|
))

+, +∞
)

for j ∈ Ŝ and 0 otherwise. (3.10)

However, in the following text, we will show that the construction of oracle intervals (i.e. support
recovery) is impossible even if the SNR satisfies the condition in case (2). In a recent work, [10]
established sufficient and necessary conditions for exact (and almost full) support recovery under the
Gaussian mean model. Using their notation, define the expected Hamming loss for variable selection as
Eθ‖η̂ − η‖1, where η = (η1, ..., ηd) with η j = I(θ j �= 0) denotes the sparsity pattern of θ and η̂ is an
estimator of η. Consider the setting a/σ = κ̃ as in case (2). Theorem 4.2 (ii) of [10] implies that, for d
large enough,

inf
η̂

sup
θ∈�+(s,a)

Eθ‖η̂ − η‖1 ≥ s�(−
), where 
 = W

2
√

2 log(d − s) − 2 log s + W

and W = 4 log s + 2
√

(2 log(d − s) − log log(d − s) + C′)(2 log s − log log s + C′) with C′ given in
case (2). To simplify the expression of s�(−
), we consider the very sparse case with s = log d. After
some calculation, we can show that for d sufficiently large,

s�(−
) ≥ s�(−√2 log s − log log s + C) ≥
√

2

π

√
log s exp(−C/2)

3
√

2 log s − log log s + C
→
√

1

π

exp(−C/2)

3
> 0,

where C is a constant. The above derivation shows that, when a/σ = κ̃ satisfies the SNR condition in
case (2), it is impossible to recover the support of θ no matter what estimators to use. Since the support
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recovery is impossible in this case, the plug-in interval (3.10) may not guarantee the desired coverage
probability.

4. Adaptive Sparse Confidence Sets

In this section, we consider how to construct optimal sparse confidence sets which are adaptive to the
unknown sparsity s. In particular, we will show that adaptation is feasible when the SNR satisfies the
following condition:

a. a/σ ≥ √2 log(d − s) − log log(d − s) + C′+√2 log s − log log s + C′∨ξ̄d for some sufficiently
large positive constant C′ and ξ̄d = √(2 log log(d − s) − log log s)+.

Note that (B) is slightly different from the case (2) in Corollary 8, where the quantity ξd is replaced
with ξ̄d. Again, from the derivation in Remark 4, under the SNR condition in (B), it is impossible to
recover the support of θ no matter what estimators to use. Thus, inference after variable selection (e.g.
hard thresholding) is still infeasible.

While Corollary 8 part (2) implies that M̄α′ has the desired coverage probability and is asymptot-
ically optimal, the construction of M̄α′ with ūα′ given by (2.16) requires the knowledge of unknown
sparsity s and therefore is not adaptive. In the following text, we propose to construct an adaptive sparse
confidence set under condition (B). Define

S̄ad
α′ =

{
j ∈ [d] : Xj/σ ≥

√√√√2 log

(
2d

(α − α′)Cd,α−α′

)}
,

where Cd,α′ = 2
√

π log( d
α′ ). Consider a grid of points {1, 2, 22, ..., 2T}, where T is the largest integer

such that 2T ≤ d. Define ŝ = 2m̂, where m̂ = {m ∈ [T] : 2m−1 ≤ |S̄ad
α′ | < 2m}. Finally, define the

adaptive sparse confidence set as

M̂ad
α′ = M(S̄ad

α′ , Û, L̂̂s), where L̂ j,̂s = (X j − uα′ ,̂sσ)+, Û j = +∞ (4.1)

for j ∈ S̄ad
α′ and L̂ j,̂s = Û j = 0 otherwise, and

uα′ ,̂s =
√

2 log
( 4̂s

(α − α′)C2̂s,α−α′

)
.

It is seen that the construction of the adaptive interval M̂ad
α′ is similar to M̄α′ , but there are several key

differences. First, we use a slightly different cut-off for X j/σ in S̄ad
α′ . When 2s ≤ d and s, d → ∞, both

the cut-offs in S̄ad
α′ and S̄α′ are asymptotically equivalent to

√
2 log d. Second, we replace the unknown

sparsity s in ūα′ in (2.16) with 2̂s, where ŝ can be viewed as the rounding of the cardinality of the
set S̄ad

α′ to the grid {1, 2, 22, ..., 2T}. The intuition is as follows. While the asymptotic exact recovery of
the support set of θ is infeasible under (B) (see Remark 4), S̄ad

α′ is still a reasonable approximation of
the unknown support set. In particular, we prove that the cardinality of S̄ad

α′ is of an order s with high
probability. We further round |S̄ad

α′ | to the grid in order to rigorously control Eθ (θ j − L̂ j,̂s) when |S̄ad
α′ | is
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16 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

too large. The rounding step is similar to the peeling method in the empirical process [20, 28] and has
been used in the Lepski’s method for adaptive estimation [9, 22, 23].

The following theorem presents the main result in this section.

Theorem 9. Assume that 2s ≤ d, s, d → ∞ and δ and α are fixed. Let α′ = γα for any constant 0 <

γ < 1. The adaptive sparse confidence set M̂ad
α′ satisfies lim infd,s→∞ infθ∈�+(s,a) Pθ (θ ∈ M̂ad

α′ ) ≥ 1−α,
S̄ad
α′ ∈ F(δ) and

lim sup
d,s→∞

R(M̂ad
α′ , �+(s, a))

σ
√

2 log s
≤ 1,

where s, a satisfy the condition (B).

Thus, the upper bound of R(M̂ad
α′ , �+(s, a)) is asymptotically identical to the ‘non-adaptive’

confidence set M̄α′ as shown in Corollary 8 part (2) and minimax optimal up to a constant. We note
that when constructing M̂ad

α′ , we borrow information from all the data to define L̂ j,̂s, and therefore

M̂ad
α′ /∈ CI+. In Appendix C, we extend our minimax results to a broader class of non-separable sparse

confidence sets.
Empirically, the adaptive sparse confidence set M̂ad

α′ (with a given α′) is fully data dependent and
can be easily computed. The simulation studies in Section 6 demonstrate the favourable finite sample
performance of this adaptive approach compared with several competing methods. Finally, we note
that, as seen in the simulations, when the condition (B) fails (e.g. a/σ is small), the adaptive sparse
confidence set M̂ad

α′ may not have the desired coverage probability.

5. Extension to Two-sided Sparse Confidence Sets

In this section, we consider θ ∈ �(s, a), where

�(s, a) = {θ ∈ R
d : ‖θ‖0 ≤ s, min

j:θj �=0
|θj| ≥ a > 0}

is a two-sided sparse set. The goal is to generalize the results in Sections 2 and 3 to two-sided sparse
confidence intervals for θ in �(s, a). To this end, consider the following estimator of the support set,

ŜTS
α′ =

{
j ∈ [d] : |X j|/σ ≥

(
�−1
(α′

2s

)
+ a/σ

)
+

∨ �−1
(

1 + δ

2

)}
, (5.1)

where α′ is the tolerance level. Similarly, we require |X j|/σ ≥ �−1((1+δ)/2) to guarantee the resulting

confidence interval is sparse, i.e. ŜTS
α′ ∈ F(δ), where F(δ) is defined in (2.1). Similar to Theorems 1

and 3, we can establish the upper and lower bounds of the non-coverage probability Pθ (supp(θ) �⊆ Ŝ)

over the set �(s, a). The detailed results are shown in Appendix A.
Given the index set ŜTS

α′ , we define the two-sided sparse confidence set for θ ∈ �(s, a) as

M̂TS
α′ = M(̂STS

α′ , Û
TS

, L̂
TS

), where L̂TS
j = Xj − ûTS

α′ σ , ÛTS
j = Xj + ûTS

α′ σ
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Y. NING AND G. CHENG 17

for any j ∈ ŜTS
α′ and

ûTS
α′ =

⎧⎨⎩ �−1
(

1 − α−α′
2d

)
if φ∗ ≤ a

σ
< φ∗ ∨

[
− �−1(α−α′

2d ) − �−1(α′
2s )
]
,

�−1
(

1 − α−α′−2(d−s)(1−η)
2s

)
if a

σ
≥ φ∗ ∨

[
− �−1(α−α′

2d ) − �−1(α′
2s )
]
,

where η = �(a/σ + �−1(α′/(2s))). We can prove that M̂TS
α′ satisfies the conditions (1.5) and (1.6),

sup
θ∈�(s,a),θj=0

Pθ ( j ∈ ŜTS
α′ ) ≤ 1 − δ, sup

θ∈�(s,a)

Pθ (θ /∈ M̂TS
α′ ) ≤ α.

We also establish the optimality theory for the proposed two-sided sparse confidence sets in terms of
the length of confidence intervals

sup
1≤j≤d

sup
θ∈�(s,a)

Eθ (Uj − Lj).

Due to space constraint, we defer the detailed results to Appendix A.

6. Numerical Results

In this section, we conduct simulation studies to evaluate the performance of the proposed sparse
confidence sets and compare with several existing methods in terms of coverage probability, interval
length and support recovery (sparsity). The sensitivity to the choice of α′ is also examined empirically.

We generate X from the normal mean model with d = 1000, σ = 1 and θ = (a, ..., a, 0, ..., 0), where
the first s = 100 entries equal a, which is also the SNR, and the rest are 0. We set α = 0.05, δ = 0.7
and vary the value of SNR in the simulations. Recall that the proposed one-sided sparse confidence set
M̂α′ in (2.8) and the asymptotic version M̄α′ in (2.14) depend on the choice of α′. For simplicity, we
set α′ = α/2 in view of Remark 2. The sensitivity analysis of α′ and further discussions will be shown
subsequently.

We compare the sparse confidence set M̂α′ in (2.8), M̄α′ in (2.14) and the adaptive version M̂ad
α′ in

(4.1) with the following three methods: Bonferroni confidence interval (2.10), oracle interval (2.13)
assuming the support of θ is known and the plug-in interval (3.10), where j ∈ Ŝ if and only if
X j/σ > (2 log d)1/2. Provided the SNR is sufficiently large, the threshold (2 log d)1/2 guarantees
the exact support recovery as shown by [10]. The simulation was repeated 500 times. We report the
empirical coverage probability of the above confidence sets for θ and the average distance (θ j − L j)

over j ∈ supp(θ) (which can be viewed as a version of interval length for one-sided intervals). For
j /∈ supp(θ), we often observe that the lower confidence bound is 0 and θ j − L j = θ j. Hence, it is not
very informative to look at the average distance (θ j − L j) over j /∈ supp(θ), and thus we do not report
these results.

Figure 1 shows the coverage probability and the average distance (θ j − L j) of the proposed sparse

confidence set M̂α′ (hat M), M̄α′ (bar M), oracle interval (oracle), plug-in interval (plug-in), Bonferroni
confidence interval (Bonferroni) and our adaptive interval (adaptive) over 500 simulations. It is seen
from the left panel that when SNR is small the sparse confidence sets (M̂α′ , M̄α′ and M̂ad

α′ ) all have
considerably low coverage probability. This agrees with the minimax lower bound in Theorem 1, i.e.
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18 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

Fig. 1. Coverage probability and the average distance (θ j − L j) over 500 simulations.

construction of sparse confidence sets is impossible if the SNR is too small. Provided the SNR exceeds 4,
all three versions of sparse confidence sets have very similar performance and their coverage probability
becomes very close to the desired level. It is of interest to mention that the coverage probability of the
plug-in intervals is only around 0.9 even if the SNR is sufficiently large. This is because in finite sample
the set Ŝ may still miss one or two non-zero signals so that the resulting confidence intervals fail to cover
the target parameter θ .

From the right panel, we can see that when the SNR is moderate (say between 4 and 7) the average
distance of our sparse confidence sets is comparable with the Bonferroni confidence interval, which is
consistent with part (1) of Corollary 8. Once SNR exceeds 7, our sparse confidence sets have a smaller
distance and outperform the Bonferroni confidence interval; see part (2) of Corollary 8. Among these
three versions of sparse confidence sets, M̂ad

α′ is the most conservative one (with the largest average
distance (θ j − L j)). This can be viewed as the price to pay for not knowing the sparsity s when
constructing the sparse confidence sets.

To better understand the sparsity of the proposed sparse confidence set, we can take a closer look
at the estimators of the support set, that is Ŝα′ in (2.5), S̄α′ in (2.14) and Ŝ for the plug-in interval. In
particular, we plot log |̂Sα′ |, log |S̄α′ | and log |̂S| in Fig. 2. When the SNR is relatively small, Ŝα′ reduces
to { j ∈ [d] : X j/σ ≥ �−1(δ)}. This explains why the curve for Ŝα′ (and similarly S̄α′ ) is horizontal for
small SNR. As SNR further grows, it becomes easier to separate the non-zero signals from the rest, and
therefore, the size of Ŝα′ and S̄α′ decreases and eventually reduces to the true sparsity level. In contrast,
the set Ŝ for support recovery has completely different behaviours. When the SNR is small, very few
non-zero θ j can be identified via Ŝ as X j ∼ N(θ j, 1) tends to be below the threshold (2 log d)1/2. This
explains why the coverage probability of the plug-in interval is much lower than the desired level as
seen in the left panel of Fig. 1.

Finally, we analyse how sensitive the coverage probability and the average distance (θ j − L j) of

proposed sparse confidence set M̂α′ (hat M), M̄α′ (bar M) is to the choice of α′. Figure 3 illustrates
the results in two cases: SNR = 3.8 (moderate SNR) and SNR = 9 (high SNR). In panels (a) and (b),
when we increase α′, the coverage probability becomes closer to the desired level, with the price that the
average distance (θ j − L j) is slightly inflated. For the case where the SNR is sufficiently large (panels
(c) and (d)), the coverage probability is less dependent on α′, whereas the average distance tends to be
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Fig. 2. Plot of log |̂Sα′ |, log |S̄α′ | and log |̂S| averaged over 500 simulations.

much larger when α′ is close to α = 0.05. While the effect of α′ is asymptotically ignorable as seen
in Remark 2, in finite sample α′ influences both the coverage probability and the distance (θ j − L j) of
the proposed sparse confidence sets. As seen in Fig. 3, it seems they are not very sensitive to the choice
of α′. For this reason, we simply take α′ = α/2 in the previous simulations, leading to satisfactory
numerical results.

7. Discussion

In this work, we propose a new framework to construct sparse confidence sets for the parameter θ in
the normal mean model. We first study the existence of such sparse confidence sets by establishing a
non-asymptotic minimax lower bound for the non-coverage probability over a suitable class of sparse
confidence sets. We further propose a two-step procedure to construct the sparse confidence set, and
show that the resulting confidence set attains the minimax lower bound of the maximum expected length
of confidence intervals up to a constant factor. Our optimality property is studied in the asymptotic
regime as d, s → ∞, and we treat the TNR level δ as a fixed parameter pre-specified by the users. If
a high TNR level is desirable (e.g. δ = 0.999), the asymptotic analysis can be conducted by further
assuming δ → 1. However, as δ → 1, Theorem 1 implies that we have to require stronger minimum
signal strength conditions to construct sparse confidence sets. When these conditions are not satisfied,
the proposed confidence sets may not have the correct coverage probability.

One future research question is to study how to construct sparse confidence balls, which can be
defined as M(S, U, R) = {θ ∈ R

d : θSc = 0 and ‖θS − U‖2 ≤ R}, where S ⊆ [d] is the selected set,
U is the centre of the ball in R

|S| and R is the radius. In this case, it may be more appropriate to define
the optimal sparse confidence ball based on the volume of the region. It is of interest to establish the
minimax properties of sparse confidence balls. Another direction is to extend the minimax results to
general Gaussian model X ∼ N(θ , �) for some non-diagonal matrix �. We show in Appendix C that
the proposed sparse confidence sets still satisfy the desired conditions (1.5) and (1.6) under this more
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Fig. 3. Sensitivity analysis of coverage probability and the average distance (θ j − L j) with respect to α′ (alpha_p).

general model. However, the lower bound results in this work are valid only when the entries of X are
independent. A rigorous minimax analysis is needed to close this gap.
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A. Extension to Two-sided Sparse Confidence Sets

In this section, we assume that θ ∈ �(s, a), where

�(s, a) = {θ ∈ R
d : ‖θ‖0 ≤ s, min

j:θj �=0
|θj| ≥ a > 0}.

The goal is to generalize the results in Sections 2 and 3 to two-sided sparse confidence intervals for θ in
�(s, a). To this end, consider the following estimator of the support set:

ŜTS
α′ =

{
j ∈ [d] : |X j|/σ ≥

(
�−1
(

α′

2s

)
+ a/σ

)
+

∨ �−1
(

1 + δ

2

)}
, (A.1)

where α′ is the tolerance level. Similarly, we require |X j|/σ ≥ �−1((1+δ)/2) to guarantee the resulting

confidence interval is sparse, i.e. ŜTS
α′ ∈ F(δ), where F(δ) is defined in (2.1).

The following theorem, which is parallel to Theorems 1 and 3, establishes the upper and lower
bounds of the non-coverage probability Pθ (supp(θ) �⊆ Ŝ) under �(s, a).

Theorem 10.

(1) For any s ≥ 1 and 0 < δ < 1, we have

inf
Ŝ∈F(δ)

sup
θ∈�(s,a)

Pθ (supp(θ) �⊆ Ŝ) ≥ 1 − 1

(
TS + 1)s
, (A.2)
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where 
TS = �(�−1( 1+δ
2 ) + a

σ
) − �(−�−1( 1+δ

2 ) + a
σ
).

(2) Assume that s, d → ∞. Let cs be a sequence satisfying cs → ∞ and cs/s → 0. Assume that
δ ≥ c for some constant c > 0. If

a/σ ≤ φ∗ := �−1
(

1 + δ

2

)
− �−1

(cs

s

)
, (A.3)

we have

lim inf
d,s→∞ inf

Ŝ∈F(δ)
sup

θ∈�(s,a)

Pθ (supp(θ) �⊆ Ŝ) = 1. (A.4)

(3) For any 0 < α′ < 1, it holds that ŜTS
α′ ∈ F(δ). In addition, if

a

σ
≥ φ∗ := �−1

(
δ + 1

2

)
− �−1(

α′

2s
) (A.5)

holds, then

sup
θ∈�(s,a)

Pθ (supp(θ) �⊆ ŜTS
α′ ) ≤ α′. (A.6)

Note that in part (2), we require δ to be bounded away from 0 by a constant. To see the reason,
consider the extreme case δ = 0, which further implies 
TS = 0. In this case, the lower bound in (A.2)
becomes 0, which is no longer informative.

In view of (A.3) and (A.5), we observe a similar phase transition phenomenon under the parameter
space �(s, a); see Remark 1 for details.

Given the index set ŜTS
α′ , we define the two-sided sparse confidence set for θ ∈ �(s, a) as

M̂TS
α′ = M(̂STS

α′ , Û
TS

, L̂
TS

), where L̂TS
j = Xj − ûTS

α′ σ , ÛTS
j = Xj + ûTS

α′ σ

for any j ∈ ŜTS
α′ and

ûTS
α′ =

⎧⎨⎩ �−1
(

1 − α−α′
2d

)
if φ∗ ≤ a

σ
< φ∗ ∨

[
− �−1(α−α′

2d ) − �−1(α′
2s )
]
,

�−1
(

1 − α−α′−2(d−s)(1−η)
2s

)
if a

σ
≥ φ∗ ∨

[
− �−1(α−α′

2d ) − �−1(α′
2s )
]
,

where η = �(a/σ + �−1(α′/(2s))).
The following theorem shows that M̂TS

α′ satisfies the conditions (1.5) and (1.6).

Theorem 11. For any given level 0 < α′ < α, provided (A.5) holds, we have

sup
θ∈�(s,a),θj=0

Pθ ( j ∈ ŜTS
α′ ) ≤ 1 − δ, sup

θ∈�(s,a)

Pθ (θ /∈ M̂TS
α′ ) ≤ α.

We can develop a similar framework as in Section 3 to study the optimality of the two-sided sparse
confidence intervals. To this end, define the class of two-sided confidence sets as

CI = {M(S, U, L) : L j, U j only depend on X j, L j ≤ U j, and for j /∈ S, L j = U j = 0}.
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To evaluate the optimality, it boils down to investigate the trade-off between the length of the interval
M(S, U, L) ∈ CI, i.e. sup1≤j≤d Eθ (U j − L j), and its coverage probability. Define

M(m, δ) =
{

M(S, U, L) ∈ CI : sup
1≤j≤d

sup
θ∈�(s,a)

Eθ (U j − L j) ≤ m, and S ∈ F(δ)
}

,

to be the class of confidence sets such that the length is no greater than m uniformly over 1 ≤ j ≤ d and
θ ∈ �(s, a) and S ∈ F(δ) holds as defined in (2.1).

The following theorem, parallel to Theorem 6, provides the lower bound for the non-coverage
probability of M ∈ M(m, δ).

Theorem 12. (Minimax lower bound). For any s ≥ 1 and M ∈ M(m, δ), it holds that

sup
θ∈�(s,a)

Pθ (θ /∈ M) ≥ max
(

sup
ρ≥a,A≤s

GTS(d, A, ρ, m), sup
ρ≥0,B≤s

GTS(s, B, ρ, m), 1 − 1

(
TS + 1)s

)
, (A.7)

where 
TS is defined in Theorem 10,

GTS(d, A, ρ, m) = A[gTS(d, A, ρ) − m/ρ]+
1 + A[gTS(d, A, ρ) − m/ρ]+

,

with

gTS(d, A, ρ) = 2(d − A)

A
�(−D) + �

(ρ

σ
+ D
)

− �
(ρ

σ
− D
)

,

and

D = σ

ρ
cosh−1

(
d − A

A
exp(

ρ2

2σ 2
)

)
,

and GTS(s, B, ρ, m) is defined similarly. Note that cosh(x) = exp(x)/2 + exp(−x)/2 and cosh−1 is the
inverse function of cosh(x) on R

+.

In practice, we usually pre-specify the coverage probability of the confidence set. Define

M = {M(S, U, L) ∈ CI : lim inf
d,s→∞ inf

θ∈�(s,a)
Pθ (θ ∈ M(S, U, L)) ≥ 1 − α, and S ∈ F(δ)}

to be the two-sided sparse confidence sets with coverage probability no smaller than 1 − α. We
can similarly invert Theorem 12 to derive the lower bound for the length of confidence intervals
sup1≤j≤d Eθ (U j − L j) of M ∈ M. To match the lower bound, we consider the asymptotic version

of M̂TS
α′ . Define

φ∗∗ = �−1(
1 + δ

2
) +
√√√√2 log

(
2s

C2s,α′α′

)
,
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and

φ̄ =
√√√√2 log

(
4(d − s)

(α − α′)C2(d−s),α−α′

)
+
√√√√2 log

(
2s

C2s,α′α′

)
,

where Cs,α′ = 2(π log(s/α′))1/2. Define

M̄TS
α′ = M(S̄TS

α′ , Ū
TS

, L̄
TS

), where L̄TS
j = X j − ūTS

α′ σ , ŪTS
j = X j + ūTS

α′ σ (A.8)

for j ∈ S̄TS
α′ , where S̄TS

α′ and ūTS
α′ are given as follows:

• When φ∗∗ ≤ a/σ < φ̄, define j ∈ S̄TS
α′ if and only if |X j/σ | ≥ �−1((δ + 1)/2), and

ūTS
α′ =

√
2 log

( 2d

(α − α′)C2d,α−α′

)
. (A.9)

• When a/σ ≥ φ̄, define j ∈ S̄TS
α′ if and only if |X j/σ | ≥

√
2 log(

4(d−s)
(α−α′)C2(d−s),α−α′ ), and

ūTS
α′ =

√
2 log

( 4s

(α − α′)C2s,α−α′

)
. (A.10)

Similar to Corollary 5, we can show that

lim sup
d,s→∞

sup
θ∈�(s,a),θj=0

Pθ ( j ∈ S̄TS
α′ ) ≤ 1 − δ, lim sup

d,s→∞
sup

θ∈�(s,a)

Pθ (θ /∈ M̄TS
α′ ) ≤ α.

Finally, in the following corollary, we establish the optimality of M̄TS
α′ within the class M.

Corollary 13. Assume that d, s → ∞ and 0 < δ, α < 1 are fixed.

(1). If φ∗∗ ≤ a/σ ≤ √2 log(d/Ad − 1) for some sequence Ad ≤ s satisfying Ad → ∞ and
d/Ad → ∞, then

lim inf
d,s→∞ inf

M∈M
sup1≤j≤d supθ∈�(s,a) Eθ (U j − L j)

σ
√

2 log d/2
≥ 1. (A.11)

For M̄TS
α′ with α′ = γα for any constant 0 < γ < 1, we have M̄TS

α′ ∈ M and

lim sup
d,s→∞

sup1≤j≤d supθ∈�(s,a) Eθ (Ū
TS
j − L̄TS

j )

2σ
√

2 log d
≤ 1. (A.12)

(2). If a/σ ≥ √2 log(d − s) − log log(d − s) + C′+√2 log s − log log s + C′ for some sufficiently
large positive constant C′, then

lim inf
d,s→∞ inf

M∈M
sup1≤j≤d supθ∈�(s,a) Eθ (U j − L j)

σ
√

2 log s/2
≥ 1. (A.13)
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The sparse confidence set M̄TS
α′ satisfies M̄TS

α′ ∈ M and

lim sup
d,s→∞

sup1≤j≤d supθ∈�(s,a) Eθ (Ū
TS
j − L̄TS

j )

2σ
√

2 log s
≤ 1. (A.14)

B. Proof

Note that, for notational simplicity, the constant C may differ from line to line in the proof. For a set S,
we use θS to be the subvector of θ with index belonging to S. Under the separable rule, sometimes we
simply use the notation Pθ j

to denote the probability under θ j.

B.1 Proof of Theorem 1

Denote ∂�+(s, a) = {θ ∈ R
d : ‖θ‖0 = s, θ j = a for ∀j, θ j �= 0}. We know that

sup
θ∈�+(s,a)

Pθ (supp(θ) �⊆ Ŝ) ≥ sup
θ∈∂�+(s,a)

Pθ (supp(θ) �⊆ Ŝ) = 1 − inf
θ∈∂�+(s,a)

Pθ (supp(θ) ⊆ Ŝ). (B1)

Since supp(θ) ⊆ Ŝ is equivalent to the fact j ∈ Ŝ for any j ∈ supp(θ), we have Pθ (supp(θ) ⊆ Ŝ) =
Pθ (∩ j∈supp(θ){ j ∈ Ŝ}) =∏ j∈supp(θ) Pθ j

( j ∈ Ŝ), where the last step follows from the definition of the set
F(δ). For notational simplicity, we denote S = supp(θ). We have

sup
θ∈∂�+(s,a)

Pθ (S �⊆ Ŝ) ≥ 1

|∂�+(s, a)|
∑

θ∈∂�+(s,a)

Pθ (S �⊆ Ŝ)

= 1

|∂�+(s, a)|
∑

θ∈∂�+(s,a)

Pθ (∪ j∈S{ j /∈ Ŝ})

= 1

|∂�+(s, a)|
∑

θ∈∂�+(s,a)

(∑
j1∈S

Pθ j1
( j1 /∈ Ŝ)

∏
j �=j1∈S

Pθ j
( j ∈ Ŝ)

+
∑

j1 �=j2∈S

Pθ j1
( j1 /∈ Ŝ)Pθ j2

( j2 /∈ Ŝ)
∏

j �=j1,j2∈S

Pθ j
( j ∈ Ŝ) + ... +

∏
j∈S

Pθ j
( j /∈ Ŝ)

)
≥ t

|∂�+(s, a)|
∑

θ∈∂�+(s,a)

(∑
j1∈S

Pθ j1
( j1 /∈ Ŝ) +

∑
j1 �=j2∈S

Pθ j1
( j1 /∈ Ŝ)Pθ j2

( j2 /∈ Ŝ)

+ ... +
∏
j∈S

Pθ j
( j /∈ Ŝ)

)
, (B2)

where t = infθ∈∂�+(s,a)

∏
j∈S Pθ j

( j ∈ Ŝ). Define u = Pa( j /∈ Ŝ), where Pa denotes the probability of

X j ∼ N(a, σ 2). Note that |∂�+(s, a)| = (ds). Consider the kth term in (B.2) (1 ≤ k ≤ s),

t

|∂�+(s, a)|
∑

θ∈∂�+(s,a)

∑
j1 �=j2..�=jk∈S

k∏
m=1

Pθ jm
( jm /∈ Ŝ)

= t

(
d

s

)−1(d

k

)(
d − k

s − k

)
uk = t

(
s

k

)
uk.
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Y. NING AND G. CHENG 27

Thus, by taking the infimum, (B.2) reduces to

inf
Ŝ∈F(δ)

sup
θ∈∂�+(s,a)

Pθ (S �⊆ Ŝ) ≥ inf
Ŝ∈F(δ)

t
s∑

k=1

(
s

k

)
uk = inf

Ŝ∈F(δ)
t[(1 + u)s − 1]. (B.3)

Next, we consider the infimum of (1 + u)s over all possible Ŝ ∈ F(δ). Then

inf
Ŝ∈F(δ)

(1 + Pa( j /∈ Ŝ))s = (1 + inf
Ŝ∈F(δ)

Pa( j /∈ Ŝ))s.

Since j ∈ Ŝ only depends on X j, we can denote j ∈ Ŝ by T(X j) = 1 for some function T(·). Then
Neyman-Pearson lemma implies that the infimum of Pa(T(X j) = 0) over all possible T(·) such that

P0(T(X j) = 1) ≤ 1 − δ is attained by the likelihood ratio test of X j ∼ N(0, σ 2) versus X j ∼ N(a, σ 2).
After some simple calculation, we find that the optimal T(X j) is

Topt(Xj) = I(
φ(Xj − a)

φ(Xj)
≥ c), where c = exp

{ a

σ
�−1(δ) − a2

2σ 2

}
and φ(·) is the pdf of the standard normal distribution. With this Topt(X j), inf̂S∈F(δ) Pa( j /∈ Ŝ) = 
,

where 
 = �(�−1(δ) − a
σ
). Plugging into (B.3), we obtain

inf
Ŝ∈F(δ)

sup
θ∈∂�+(s,a)

Pθ (supp(θ) �⊆ Ŝ) ≥ t[(1 + 
)s − 1].

As inf̂S∈F(δ) supθ∈∂�+(s,a) P(supp(θ) �⊆ Ŝ) ≥ 1 − t holds by (B.1), optimizing over t we obtain

inf
Ŝ∈F(δ)

sup
θ∈�+(s,a)

Pθ (supp(θ) �⊆ Ŝ) ≥ 1 − 1

(
 + 1)s
.

This completes the proof of (2.2). By (2.3), 
 ≥ cs/s. When cs/s → 0, log(1 + cs/s) > (1 − ε)cs/s for
some constant 0 < ε < 1. Thus,

(
 + 1)s = exp(s log(1 + 
)) ≥ exp(s log(1 + cs/s)) > exp((1 − ε)cs) → ∞,

as cs → ∞ and cs/s → 0. Clearly, (2.4) follows from the non-asymptotic bound (2.2).

B.2 Proof of Theorem 3

To show Ŝα′ ∈ F(δ), notice that

P0( j ∈ Ŝα′) = P0

(
Xj/σ ≥ max(�−1(

α′

s
) + a/σ , �−1(δ))

)
≤ P0(Xj/σ ≥ �−1(δ)) = 1 − δ.
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28 SPARSE CONFIDENCE SETS FOR NORMAL MEAN MODELS

The event supp(θ) �⊆ Ŝα′ is equivalent to that there exists j ∈ [d] such that j ∈ supp(θ) and j /∈ Ŝα′ . Then

Pθ (supp(θ) �⊆ Ŝα′) = Pθ (∃j ∈ [d], j ∈ supp(θ), j /∈ Ŝα′)

≤
∑

j:θ j �=0

Pθ j
( j /∈ Ŝα′)

=
∑

j:θ j �=0

Pθ j
(X j ≤ σ�−1(

α′

s
) + a),

where the last line follows from the condition that a ≥ σ(�−1(δ) − �−1(α′/s)). Since X j ∼ N(θ j, σ
2),

we have P(X j ≤ t) = �(
t−θ j
σ

). Plugging into the above expression, we obtain

Pθ (supp(θ) �⊆ Ŝα′) ≤
∑

j:θj �=0

�(�−1(
α′

s
) + a − θj

σ
) ≤ ‖θ‖0

α′

s
= α′,

as θ j ≥ a for θ j �= 0. This completes the proof of Theorem 3.

B.3 Proof of Theorem 4

We first note that supθ∈�+(s,a),θ j=0 Pθ ( j ∈ Ŝα′) ≤ 1 − δ holds by Theorem 3. In the following text, we

bound Pθ (θ /∈ M̂α′) by intersecting with the event supp(θ) ⊆ Ŝα′ ,

Pθ (θ /∈ M̂α′) ≤ Pθ (θ /∈ M̂α′ , supp(θ) ⊆ Ŝα′) + Pθ (supp(θ) �⊆ Ŝα′)

= Pθ (∃j ∈ Ŝα′ , θ j < L̂ j, supp(θ) ⊆ Ŝα′) + Pθ (supp(θ) �⊆ Ŝα′)

≤ Pθ (∃j ∈ Ŝα′ , θ j < L̂ j) + Pθ (supp(θ) �⊆ Ŝα′). (B.4)

By Theorem 3 and a/σ ≥ κ∗, Pθ (supp(θ) �⊆ Ŝα′) ≤ α′. The first term can be further bounded as

Pθ (∃j ∈ Ŝα′ , θ j < L̂ j) (B.5)

≤ Pθ (∃j ∈ supp(θ), θ j < L̂ j) + Pθ (∃j ∈ Ŝα′ \supp(θ), θ j < L̂ j) := I1 + I2. (B.6)

Write u for ûα′ . For I1, by noting that θ j < max(X j−uσ , 0) implies Z j > u where Z j = X j−θ j
σ

∼ N(0, 1),
we have

I1 ≤
∑

j∈supp(θ)

Pθ (Z j > u) = s(1 − �(u)). (B.7)

To bound I2, noting that j /∈ supp(θ) implying θ j = 0, we have

I2 = P(∃j /∈ supp(θ), Zj ≥ �−1(
α′

s
) + a

σ
, Zj > u) ≤

∑
j/∈supp(θ)

P(Zj ≥ �−1(
α′

s
) + a

σ
, Zj > u).

D
ow

nloaded from
 https://academ

ic.oup.com
/im

aiai/advance-article/doi/10.1093/im
aiai/iaad003/7080906 by C

ornell U
niversity Library user on 02 April 2023



Y. NING AND G. CHENG 29

To bound the last probability, we now consider the following two cases.
(1). When a/σ ∈ RL, by setting u = �−1(1 − α−α′

d ), we can easily verify that �−1(α′
s ) + a

σ
≤ u.

Thus, I2 ≤ (d − s)(1 − �(u)). Together with (B.4), (B.6), (B.7), we have

Pθ (θ /∈ M̂α′) ≤ d(1 − �(u)) + α′ = α.

(2). When a/σ ∈ RH , by setting u = �−1(1−α−α′−(d−s)(1−η+)
s ), we can easily verify that �−1(α′

s )+
a
σ

> u. Thus, it implies I2 ≤ (d − s)(1 − η+), and finally we have

Pθ (θ /∈ M̂α′) ≤ (d − s)(1 − η+) + s(1 − �(u)) + α′ = α.

B.4 Proof of Corollary 5

When a/σ < κ̄ , it holds that

sup
θ∈�+(s,a),θj=0

Pθ ( j ∈ S̄α′) = Pθj=0(Xj/σ ≥ �−1(δ)) = 1 − δ,

and when a/σ ≥ κ̄ we have

sup
θ∈�+(s,a),θj=0

Pθ ( j ∈ S̄α′) = Pθj=0

(
Xj/σ ≥

√
2 log(

2(d − s)

(α − α′)Cd−s,α−α′
)
)

≤ 1 − δ.

So, it also holds that supθ∈�+(s,a),θ j=0 Pθ ( j ∈ S̄α′) ≤ 1 − δ.
In the following text, we first focus on the case a/σ < κ̄ . Note that

Pθ (supp(θ) �⊆ S̄α′) ≤
∑

j:θ j �=0

Pθ j
(X j ≤ σ�−1(δ))

≤
∑

j:θ j �=0

Pθ j
(
X j − θ j

σ
≤ σ�−1(δ) − a

σ
)

≤
∑

j:θ j �=0

Pθ j

(X j − θ j

σ
≤ −
√

2 log(
s

Cs,α′α′ )
)

,

where the last step follows from a/σ ≥ �−1(δ) +
√

2 log( s
Cs,α′α′ ). By the tail probability in Lemma 16,

it yields for any 0 < α′ < α

lim
d,s→∞ sup

θ∈�+(s,a)

Pθ (supp(θ) �⊆ S̄α′) − α′

≤ lim
d,s→∞ s

√
2

π

1

2
√

2 log( s
Cs,α′α′ )

exp
(

− log(
s

Cs,α′α′ )
)

− α′

= lim
d,s→∞

√
2

π

α′Cs,α′

2
√

2 log( s
Cs,α′α′ )

− α′ = 0. (B.8)
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By the proof of Theorem 4, we can similarly show that

Pθ (θ /∈ M̄α′) ≤ d
(

1 − �
(√

2 log(
d

(α − α′)Cd,α−α′
)
))

+ Pθ (supp(θ) �⊆ S̄α′). (B.9)

By taking the limit d, s → ∞, similar to (B.8), the tail bound in Lemma 16 implies

lim
d,s→∞ sup

θ∈�+(s,a)

Pθ (θ /∈ M̄α′) ≤ (α − α′) + α′ = α.

When a/σ ≥ κ̄ , it is easily seen that

Pθ (supp(θ) �⊆ S̄α′) ≤
∑

j:θ j �=0

Pθ j

(
X j/σ ≤

√
2 log(

2(d − s)

(α − α′)Cd−s,α−α′
)
)

≤
∑

j:θ j �=0

Pθ j

(X j − θ j

σ
≤ −
√

2 log(
s

Cs,α′α′ )
)

. (B.10)

As a result, (B.8) still holds. In the following text, we consider two cases separately.
Case (1) d ≥ 2s. Recall the way of controlling the term I2 in the proof of Theorem 4. In this case, j

is selected if Z j ≥ t, where

t =
√

2 log(
2(d − s)

(α − α′)Cd−s,α−α′
).

With the monotonicity of the function log x − 1
2 log log x, this term is no smaller than ūα′ as d − s ≥ s.

Thus, we can show that by the proof of Theorem 4,

Pθ (θ /∈ M̄α′) ≤ s(1 − �(ūα′)) +
∑

j/∈supp(θ)

P0

(
X j/σ ≥ t

)+ Pθ (supp(θ) �⊆ S̄α′)

= s
(

1 − �
(√

2 log(
2s

(α − α′)Cs,α−α′
)
))

+ (d − s)(1 − �(t)) + Pθ (supp(θ) �⊆ S̄α′).

Similar to (B.8),

lim
d,s→∞ s(1 − �(ūα′)) − α − α′

2

= lim
d,s→∞ s

√
2

π

1

2
√

2 log( 2s
Cs,α−α′ (α−α′) )

exp
(

− log(
2s

Cs,α−α′(α − α′)
)
)

− α − α′

2
= 0,
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and

lim
d,s→∞(d − s)(1 − �(t)) − α − α′

2

= lim
d,s→∞(d − s)

√
2

π

1

2
√

2 log(
2(d−s)

Cd−s,α−α′ (α−α′) )
exp
(

− log(
2(d − s)

Cd−s,α−α′(α − α′)
)
)

− α − α′

2
= 0.

We obtain

lim
d,s→∞ sup

θ∈�+(s,a)

Pθ (θ /∈ M̄α′) ≤ α − α′

2
+ α − α′

2
+ α′ = α.

Case (2) d < 2s. Unlike the previous case, we now have t < ūα′ . Thus,

Pθ (θ /∈ M̄α′) ≤ d(1 − �(ūα′)) + Pθ (supp(θ) �⊆ S̄α′)

= d
(

1 − �
(√

2 log(
2s

(α − α′)Cs,α−α′
)
))

+ Pθ (supp(θ) �⊆ S̄α′).

Note that
lim

d,s→∞ d(1 − �(ūα′)) − (α − α′)

= lim
d,s→∞

d

2s

√
2

π

Cs,α−α′(α − α′)

2
√

2 log( 2s
Cs,α−α′ (α−α′) )

− (α − α′) ≤ 0,

where we use d < 2s in the last step. This implies limd,s→∞ supθ∈�+(s,a) Pθ (θ /∈ M̄α′) ≤ α.

B.5 Proof of Theorem 6

Define �(A) = {θ ∈ R
d : ‖θ‖0 = A, θ j = ρ, for anyθj �= 0}, where 0 < A ≤ s and ρ is an arbitrary

positive quantity that is ρ ≥ a. Then, �(A) is contained in the parameter space �+(s, a). For any M in
M+(m, δ), we use CI j to denote the confidence interval for θ j. Following the similar arguments in the
proof of Theorem 1, we have

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥
(

d

A

)−1 ∑
θ∈�(A)

Pθ (θ /∈ M)

≥
(

d

A

)−1 ∑
θ∈�(A)

( d∑
j=1

Pθ j
(θ j /∈ CI j)

∏
j′ �=j

Pθ j′ (θ j′ ∈ CI j′)
)

≥ t

(
d

A

)−1 d∑
j=1

∑
θ∈�(A)

Pθ j
(θ j /∈ CI j)

= t

(
d

A

)−1 d∑
j=1

( ∑
θ∈�(A),θ j=0

P0(0 /∈ CI j) +
∑

θ∈�(A),θ j=ρ

Pρ(ρ /∈ CI j)
)

= t
d∑

j=1

(d − A

d
P0(0 /∈ CI j) + A

d
Pρ(ρ /∈ CI j)

)
, (B.11)
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where t = infθ∈�(A)

∏d
j=1 Pθ j

(θ j ∈ CI j). Furthermore, we can control the last term in (B.11) as follows:

Pρ(ρ /∈ CI j) ≥ Pρ(L j > ρ) = Pρ(L j = 0) + [Pρ(L j > ρ) − Pρ(L j = 0)]. (B.12)

Since M ∈ M+(m, δ) implies sup1≤j≤d supθ∈�(s,a) Eθ (θ j − L j) ≤ m, by taking θ j = ρ we have

ρ − m ≤ EρL j ≤ ρPρ(0 < L j ≤ ρ) + 2ρPρ(ρ < L j ≤ 2ρ) + EρL jI(L j > 2ρ)

= ρPρ(0 < L j ≤ ρ) + 2ρPρ(ρ < L j) + Eρ(L j − 2ρ)I(L j > 2ρ).

Then, we can plug Pρ(0 < L j ≤ ρ) = 1 − Pρ(L j = 0) − Pρ(L j > ρ) into the above display, which can
reduce to

Pρ(L j > ρ) − Pρ(L j = 0) ≥ −m + Eρ(L j − 2ρ)I(L j > 2ρ)

ρ
. (B.13)

Our next step is to upper bound Eρ(L j − 2ρ)I(L j > 2ρ). Recall that we assume L j ≤ X j whenever
X j ≥ 0. Thus,

Eρ(L j − 2ρ)I(L j > 2ρ) ≤ Eρ(X j ∨ 0 − 2ρ)I(X j ∨ 0 > 2ρ)

= Eρ(X j − 2ρ)I(X j > 2ρ) = σENI(N >
ρ

σ
) − ρP(N >

ρ

σ
),

where N ∼ N(0, 1). By the tail bound in Lemma 16 and some simple algebra,

Eρ(L j − 2ρ)I(L j > 2ρ) ≤
√

1

2π
σ exp

(
− 1

2
(
ρ

σ
)2
)

−
√

2

π
exp
(

− 1

2
(
ρ

σ
)2
) ρ

ρ
σ

+
√

4 + ρ2

σ 2

≤
√

1

2π
σ exp

(
− 1

2
(
ρ

σ
)2
)√1 + 4(σ/ρ)2 − 1√

1 + 4(σ/ρ)2 + 1
:= R.

Combining with (B.11), (B.12) and (B.13), we have shown that

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ t
{ d∑

j=1

(d − A

d
P0(0 /∈ CI j) + A

d
Pρ(0 ∈ CI j)

)
− A

m + R

ρ

}

≥ tA
{

inf
T∈{0,1}

(d − A

A
E0(1 − T) + EρT

)
− m + R

ρ

}
.

Here, T denotes an arbitrary test function from R to {0, 1}. By the Neyman–Pearson lemma, the optimal
test function is given by

Topt(x) = I
(

x ≤ ρ

2
+ σ 2

ρ
log(

d − A

A
)
)

.
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With the optimal test function, lower bound reduces to

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ tA
{

g(d, A, ρ) − m + R

ρ

}
+,

where

g(d, A, ρ) = d − A

A
�
(

− ρ

2σ
− σ

ρ
log(

d

A
− 1)
)

+ �
(

− ρ

2σ
+ σ

ρ
log(

d

A
− 1)
)

.

We also notice that

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ 1 − inf
θ∈�(A)

Pθ (θ ∈ M) = 1 − inf
θ∈�(A)

d∏
j=1

Pθj
(θj ∈ CIj) = 1 − t.

We then optimize the lower bound with respect to t, which leads to

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ G(d, A, ρ, m).

As the above lower bound holds for any 0 < A ≤ s and ρ ≥ a, we obtain

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ sup
ρ≥a,A≤s

G(d, A, ρ, m).

The rest of the proof focuses on showing

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ sup
ρ≥0,B≤s

G(s, B, ρ, m). (B.14)

We first define an s-dimensional vector a = (a, a, ..., a) ∈ R
s, and �s(B) = {θ ∈ R

s : ‖θ − a‖0 =
B, θ j = a + ρ for θ j �= a}, where 0 < B ≤ s and ρ is an arbitrary positive quantity. Then, we define

the parameter set �′(B) = {(θ , 0, ..., 0) ∈ R
d : θ ∈ �s(B)}, which is contained in the parameter space

�+(s, a). In this case, we only perturb the parameters that are non-zero. Let θ [s] and M[s] denote the first
s entries of θ and the confidence intervals for θ [s]. Similar to the previous argument, we can show that

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ sup
θ∈�+(s,a)

Pθ (θ [s] /∈ M[s])

≥
(

s

B

)−1 ∑
θ∈�′(B)

( s∑
j=1

Pθ j
(θ j /∈ CI j)

∏
j′ �=j∈[s]

Pθ j′ (θ j′ ∈ CI j′)
)

≥ t′
(

s

B

)−1 s∑
j=1

( ∑
θ∈�′(B),θ j=a

Pa(a /∈ CI j) +
∑

θ∈�′(B),θ j=a+ρ

Pa+ρ(a + ρ /∈ CI j)
)

= t′
s∑

j=1

( s − B

s
Pa(a /∈ CI j) + B

s
Pa+ρ(a + ρ /∈ CI j)

)
,
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where t′ = infθ∈�′(B)

∏s
j=1 Pθ j

(θ j ∈ CI j). In addition,

Pa+ρ(a + ρ /∈ CIj) − Pa+ρ(a ∈ CIj) ≥ Pa+ρ(Lj > a + ρ) − Pa+ρ(0 ≤ Lj < a).

To further lower bound the right-hand side of the above display, we notice that

a + ρ − m ≤ Ea+ρL j

≤ aPa+ρ(0 ≤ L j ≤ a) + (a + ρ)Pa+ρ(a < L j ≤ a + ρ)

+ (a + 2ρ)Pa+ρ(a + ρ < L j ≤ a + 2ρ) + Ea+ρL jI(L j > a + 2ρ)

≤ aPa+ρ(0 ≤ L j ≤ a) + (a + ρ){1 − Pa+ρ(0 ≤ L j ≤ a) − Pa+ρ(L j > a + ρ)}
+ (a + 2ρ)Pa+ρ(a + ρ < L j) + Ea+ρ(L j − (a + 2ρ))I(L j > a + 2ρ)

= (a + ρ) − ρPa+ρ(0 ≤ L j ≤ a) + ρPa+ρ(a + ρ < L j) + Ea+ρ(L j − (a + 2ρ))I(L j > a + 2ρ).

Thus, we have

Pa+ρ(Lj > a + ρ) − Pa+ρ(0 ≤ Lj < a) ≥ −m + Ea+ρ(Lj − a − 2ρ)I(Lj > a + 2ρ)

ρ
.

Finally, we also note that

sup
θ∈�+(s,a)

Pθ (θ [s] /∈ M[s]) ≥ 1 − inf
θ∈�′(B)

Pθ (θ [s] ∈ M[s]) = 1 − t′.

The rest of the proofs are similar and therefore we omit the details. Together with Theorem 1, we
complete the proof.

B.6 Proof of Corollary 7

Denote a∗ = σκ∗. When a ≤ a∗, Corollary 2 holds. When a∗ < a ≤ a1 := σ
√

2 log(d/Ad − 1),
Theorem 6 implies

inf
M∈M+(m,δ)

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ G(d, Ad, a1, m) ≥ G(d, Ad, a1, m∗),

where m∗ = σ( 1
2 − Wd

Ad
)
√

2 log(d/Ad − 1) +
√

2σ
4
√

π
(1 − Ad

d−Ad
) with Ad, Wd defined as in the Corollary.

By Lemma 16

g(d, Ad, a1) = 1

2
+ d − Ad

Ad
�(−√2 log(d/Ad − 1)) ≥ 1

2
+ 1

2
√

π

1√
log(d/Ad − 1) + 2

. (B.15)

In addition,

m∗

a1
= 1

2
− Wd

Ad
+ 1

4
√

π

1√
log(d/Ad − 1)

(
1 − Ad

d − Ad

)
,
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and for d, s large enough

R

a1
= 1√

2π

Ad

d − Ad

1√
2 log(d/Ad − 1)

√
1 + 2/ log(d/Ad − 1) − 1√
1 + 2/ log(d/Ad − 1) + 1

≤ 1

4
√

π

1√
log(d/Ad − 1)

Ad

d − Ad
.

Thus, for d large enough and as d
Ad

→ ∞,

Ad[g(d, Ad, a1) − (m∗ + R)/a1]

≥ Ad[
1

2
√

π

1√
log(d/Ad − 1) + 2

+ Wd

Ad
− 1

4
√

π

1√
log(d/Ad − 1)

(
1 − Ad

d − Ad

)
− R

a1
]

= Ad[
1

2
√

π

1√
log(d/Ad − 1) + 2

+ Wd

Ad
− 1

4
√

π

1√
log(d/Ad − 1)

]

> Wd.

Since Wd → ∞, we have

lim inf
d,s→∞ Ad[g(d, Ad, a1) − (m∗ + R)/a1] = +∞,

which further implies lim infd,s→∞ G(d, Ad, a1, m∗) = 1.

Similarly, when a ≥ σ
√

2 log(d/A − 1), Theorem 6 implies

inf
M∈M+(m,δ)

sup
θ∈�+(s,a)

Pθ (θ /∈ M) ≥ G(s, Bs, ρ
∗, m∗∗),

where m∗∗ = σ( 1
2 − Vs

Bs
)
√

2 log(s/Bs − 1) +
√

2σ
4
√

π
(1 − Bs

s−Bs
) and ρ∗ = σ

√
2 log(s/Bs − 1). Following

a similar argument, it is shown that

Bs[g(s, Bs, ρ
∗) − (m∗∗ + R)/ρ∗] ≥ Bs[

1

2
√

π

1√
log(s/Bs − 1) + 2

+ Vs

Bs
− R

ρ∗ ] ≥ Vs.

This implies lim infd,s→∞ G(s, Bs, ρ
∗, m∗∗) = 1. This completes the proof.

B.7 Proof of Corollary 8

Proof of (3.5) and (3.7). For simplicity, we follow the the same notations in the proof of Corollary 7
and Theorem 6. By the proof of Theorem 6 and M ∈ M+, we have Pθ (θ /∈ M) ≥ 1 − t and

Pθ (θ /∈ M) ≥ tAd

{
g(d, Ad, ρ) − m + R

ρ

}
+,

where m = sup1≤j≤d supθ∈�+(s,a) Eθ (θ j − L j). If g(d, Ad, ρ) − m+R
ρ

≤ 0, then

m ≥ ρg(d, Ad, ρ) − R. (B.16)
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Otherwise, we have

Pθ (θ /∈ M) ≥ tAd

{
g(d, Ad, ρ) − m + R

ρ

}
≥ Pθ (θ ∈ M)Ad

{
g(d, Ad, ρ) − m + R

ρ

}
,

which implies

m ≥ ρ
{

g(d, Ad, ρ) − 1

Ad

Pθ (θ /∈ M)

Pθ (θ ∈ M)

}
− R. (B.17)

Clearly, (B.16) implies (B.17), and the lower bound reduces to (B.17) by combining these two cases.
When a ≤ a1 := σ

√
2 log(d/Ad − 1), we can take ρ = a1. By the proof of Corollary 7, e.g. (B.15),

lim inf
d,s→∞ inf

M∈M+

m

a1

≥ lim inf
d,s→∞

[1

2
+ 1

2
√

π

1√
log(d/Ad − 1) + 2

− 1

Ad

Pθ (θ /∈ M)

Pθ (θ ∈ M)
− R

a1

]
≥ lim inf

d,s→∞

[1

2
+ 1

2
√

π

1√
log(d/Ad − 1) + 2

− 1

Ad

α

1 − α
− 1

4
√

π

1√
log(d/Ad − 1)

Ad

d − Ad

]
= 1

2
.

We then obtain (3.5).
In case (2) it is easy to verify that for d, s large enough

a/σ ≥ √2 log(d − s) − log log(d − s) + C′ +√2 log s − log log s + C′ ∨ ξd

≥ √2 log(d − s) − log log(d − s) + C′ +√2 log s − log log s + C′ ≥ √2 log d + C,

for some constant C > 0. This further implies (3.7) by the proof of Corollary 7 and the similar argument
in case (1).

Proof of (3.6) and (3.8). We first note that Corollary 5 implies M̄α′ ∈ M+. For (3.6), it suffices to
show that the following inequality holds regardless of the value of a,

lim sup
d,s→∞

sup1≤j≤d supθ∈�+(s,a) Eθ (θj − Lj)

σ
√

2 log d
≤ 1,

where L j is defined in (2.14) and for notational simplicity we write L j for L̄ j. First, consider the case

that a∗∗ ≤ a < ā, where a∗∗ = κ∗∗σ and ā/σ =
√

2 log(
2(d−s)

(α−α′)Cd−s,α−α′ ) +
√

2 log( s
Cs,α′α′ ). Thus, for d

large enough

Eθ (θ j − L j) = Eθ (θ j − L j)I( j ∈ S̄α′) + Eθ (θ j − L j)I( j /∈ S̄α′)

= Eθ (θ j − L j)I(X j/σ > �−1(δ)) + θ jPθ (X j/σ ≤ �−1(δ))

= Eθ (θ j − X j + ūα′σ)I(X j/σ > ūα′) + θ jPθ (X j/σ ≤ ūα′)

≤ σ + ūα′σPθ (X j/σ > ūα′) + θ jPθ (X j/σ ≤ ūα′), (B.18)
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where ūα′ is defined in (2.15). If ūα′σ ≥ θ j, the above display implies

Eθ (θj − Lj) ≤ σ(1 + ūα′).

If ūα′σ < θ j, the above display and the Gaussian tail bound in Lemma 16 leads to

Eθ (θ j − L j) ≤ σ(1 + ūα′) + (θ j − ūα′σ)P(Z > θ j/σ − ūα′)

≤ σ(1 + ūα′) + σ√
2π

exp
(

− 1

2
(θ j/σ − ūα′)2

)
≤ σ(1 + ūα′) + σ√

2π
,

where Z ∼ N(0, 1). Combining these two cases, we have

lim sup
d,s→∞

sup1≤j≤d supθ∈�+(s,a) Eθ (θ j − L j)

σ
√

2 log d
≤ lim sup

d,s→∞
1 + ūα′ + 1/

√
2π√

2 log d
= 1. (B.19)

Now we consider the case a ≥ ā. If ūα′ ≤ w, we have

Eθ (θ j − L j) = Eθ (θ j − L j)I( j ∈ S̄α′) + Eθ (θ j − L j)I( j /∈ S̄α′)

= Eθ (θ j − X j + ūα′σ)I(X j/σ > w) + θ jPθ (X j/σ ≤ w)

≤ σ + ūα′σPθ (X j/σ > w) + θ jPθ (X j/σ ≤ w), (B.20)

where w =
√

2 log(
2(d−s)

(α−α′)Cd−s,α−α′ ) and ūα′ is defined in (2.16). Note that it suffices to only consider the

non-zero θ j, since if θ j = 0, (B.20) can be trivially bounded by σ(1 + ūα′). Then, for θ j �= 0 we have

θj

σ
≥ a

σ
≥ κ̄ > w ≥ ūα′ .

By the same derivation, it can be shown that

Eθ (θ j − L j) ≤ σ(1 + ūα′) + σ√
2π

θ j/σ − ūα′

θ j/σ − w
exp
(

− 1

2
(θ j/σ − w)2

)
. (B.21)

Note that

lim
d,s→∞

σ(1 + ūα′)

σ
√

2 log d
≤ lim

d,s→∞
1 + √

2 log s − log log s + C√
2 log d

≤ 1,

for some constant C (depending on α′, α), and

θ j/σ − ūα′

θ j/σ − w
= 1 + w − ūα′

θ j/σ − w
≤ 1 + w − ūα′√

2 log( s
Cs,α′α′ )

≤ 1 + w√
2 log( s

Cs,α′α′ )
.
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Plugging into (B.21) and notice that w/
√

2 log d ≤ 1 for d sufficiently large, we obtain

sup1≤j≤d supθ∈�+(s,a) Eθ (θj − Lj)

σ
√

2 log d
≤ 1 + O(

1√
log s

) → 1.

However, if ūα′ > w, (B.20) has a slightly different form as follows:

Eθ (θ j − L j) = Eθ (θ j − L j)I( j ∈ S̄α′) + Eθ (θ j − L j)I( j /∈ S̄α′)

= Eθ (θ j − X j + ūα′σ)I(X j/σ > ūα′) + θ jPθ (X j/σ ≤ ūα′)

≤ σ + ūα′σPθ (X j/σ > ūα′) + θ jPθ (X j/σ ≤ ūα′), (B.22)

which is identical to (B.18) expect that ūα′ is defined in (2.16) rather than (2.15). However, this does not
change the proof of (B.19) (i.e. (B.19) still holds). This completes the proof of (3.6).

Finally, we focus on the last result (3.8). As d, s → ∞,

a/σ ≥ √2 log(d − s) − log log(d − s) + C′ +√2 log s − log log s + C′ ∨ ξd

≥
√

2 log(
2(d − s)

(α − α′)Cd−s,α−α′
) +
√

2 log(
s

Cs,α′α′ ) = κ̄ .

Thus, by the definition of M̄α′ , when a/σ ≥ κ̄ , ūα′ is defined in (2.16). By (B.21), we first note that

lim
d,s→∞

σ(1 + ūα′)

σ
√

2 log s
≤ lim

d,s→∞
1 + √

2 log s − log log s + C√
2 log s

= 1.

For d, s large enough,

θj/σ − w ≥ a/σ − w ≥ √2 log s − log log s + C′ ∨ ξd.

Recall that ξd = √(log log(d − s) − log log s)+. Thus, uniformly over θ we have

θ j/σ − ūα′

θ j/σ − w
exp
(

− 1

2
(θ j/σ − w)2

)
=
(

1 + w − ūα′
θ j/σ − w

)
exp
(

− 1

2
(θ j/σ − w)2

)
≤
(

1 + w√
2 log s − log log s + C′

)
exp
(

− 1

2
(ξ2

d ∨ (2 log s − log log s + C′))
)

.

If d − s > s holds, we have that as d − s → ∞ and s → ∞,

θ j/σ − ūα′

θ j/σ − w
exp
(

− 1

2
(θ j/σ − w)2

)

≤
(

1 +
√

2 log(d − s) − log log(d − s) + C√
2 log s − log log s + C′

)√ log s

log(d − s)
≤ 2.
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Otherwise, under d − s ≤ s,

θ j/σ − ūα′

θ j/σ − w
exp
(

− 1

2
(θ j/σ − w)2

)
≤
(

1 +
√

2 log(d − s) − log log(d − s) + C′
√

2 log s − log log s + C

)exp(−C′/2)
√

log s

s
→ 0.

Thus, by (B.21) we have

sup1≤j≤d supθ∈�+(s,a) Eθ (θj − Lj)

σ
√

2 log s
≤ 1 + O(

1√
log s

) → 1.

Similarly, if ūα′ > w holds, then we have (B.22). By the proof of (3.6) with ūα′ defined in (2.16), we
still arrive at

sup1≤j≤d supθ∈�+(s,a) Eθ (θj − Lj)

σ
√

2 log s
≤ 1.

This completes the proof of (3.8).

B.8 Proof of Theorem 9

Proof. Proof of Theorem 9Our proof relies on the following two lemmas.

Lemma 14. Under the same condition in Theorem 9, we have

sup
θ∈�+(s,a)

Pθ (|S̄ad
α′ | ≥ 2s) ≤

(C2(d − s)

sd

)s
, sup

θ∈�+(s,a)

Pθ (|S̄ad
α′ | ≤ s/2) ≤

(C4

s

)s/2
,

where C2 and C4 are two universal constants.

Lemma 15. Under the same condition in Theorem 9, there exists a positive constant C such that for
(t, s, d) sufficiently large,

sup
1≤j≤d

sup
θ∈�+(s,a)

Eθ (θj − L̂ j,t)
2 ≤ Cσ 2 log t,

where s, a satisfy the scenario (B).

First, the proof of Corollary 5 implies supθ j=0 Pθ ( j ∈ S̄ad
α′ ) ≤ 1 − δ. Note that 2s ≤ d implies

d−s ≥ d/2. By the monotonicity of log(x/
√

log x), we can show that for any s, a satisfying the scenario
(B) and θ j �= 0, we have

θ j

σ
≥ a

σ
≥ √2 log(d − s) − log log(d − s) + C′ +√2 log s − log log s + C′

≥ √2 log(d/2) − log log(d/2) + C′ +√2 log s − log log s + C′

≥ √2 log(2d) − log log d + C′/2 +√2 log s − log log s + C′,
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where C′ is a sufficiently large constant. Thus, we can show that

Pθ (supp(θ) �⊆ S̄ad
α′ ) ≤

∑
j:θ j �=0

Pθ j

(
X j/σ ≤

√
2 log(

2d

(α − α′)Cd,α−α′
)
)

=
∑

j:θ j �=0

Pθ j

(X j − θ j

σ
≤
√

2 log(
2d

(α − α′)Cd,α−α′
) − θ j

σ

)

≤
∑

j:θ j �=0

Pθ j

(X j − θ j

σ
≤ −√2 log s − log log s + C′

)
≤ α′, (B.23)

for s sufficiently large, where the last step holds as C′ is a sufficiently large constant. Note that under
the event s/2 ≤ |S̄ad

α′ | ≤ 2s, by the definition of ŝ, we have s/2 ≤ |S̄ad
α′ | < ŝ ≤ 2|S̄ad

α′ | ≤ 4s. That is,
s/2 ≤ ŝ ≤ 4s. Formally, the above argument and Lemma 14 imply

sup
θ∈�+(s,a)

Pθ (θ /∈ M̂ad
α′ ) ≤ sup

θ∈�+(s,a)

Pθ (θ /∈ M̂ad
α′ , s/2 ≤ ŝ ≤ 4s) +

(C2(d − s)

sd

)s +
(C4

s

)s/2
. (B.24)

By the proof of Theorem 4, we have

Pθ (θ /∈ M̂ad
α′ , s/2 ≤ ŝ ≤ 4s)

≤ s(1 − �(uα′,s/2)) +
∑

j/∈supp(θ)

P0

(
X j/σ ≥ η

)+ Pθ (supp(θ) �⊆ S̄ad
α′ )

= s
(

1 − �
(√

2 log(
2s

(α − α′)Cs,α−α′
)
))

+ (d − s)(1 − �(η)) + Pθ (supp(θ) �⊆ S̄ad
α′ ), (B.25)

where

η =
√

2 log(
2d

(α − α′)Cd,α−α′
).

The first two terms in (B.25) are both upper bounded by (α − α′)/2 for s, d sufficiently large, see the
proof of Corollary 5. The upper bound for the last term in (B.25) is shown in (B.23). Thus, from (B.24)
we obtain lim infd,s→∞ infθ∈�+(s,a) Pθ (θ ∈ M̂ad

α′ ) ≥ 1 − α.
Next, we are ready to show

lim sup
d,s→∞

R(M̂ad
α′ , �+(s, a))

σ
√

2 log s
≤ 1.

Note that

Eθ (θ j − L̂ j,̂s) = Eθ (θ j − L̂ j,̂s)I(̂s ≤ 4s) + Eθ (θ j − L̂ j,̂s)I(̂s > 4s) := I1 + I2. (B.26)
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We further decompose I1 as follows:

I1 = Eθ (θj − L̂ j,̂s)I(̂s ≤ 4s)I(Xj/σ ≥ η) + Eθ (θj − L̂ j,̂s)I(̂s ≤ 4s)I(Xj/σ < η) := I11 + I12.

Under the event ŝ ≤ 4s, it holds that

uα′ ,̂s =
√

2 log
( 4̂s

(α − α′)C2̂s,α−α′

)
≤
√

2 log
( 16s

(α − α′)C8s,α−α′

)
:= uα′,4s.

Thus, for I11, we have

I11 = Eθ [θ j − (X j − uα′ ,̂sσ)+]I(̂s ≤ 4s)I(X j/σ ≥ η)

≤ Eθ [θ j − (X j − uα′,4sσ)+]I(̂s ≤ 4s)I(X j/σ ≥ η)

= Eθ [θ j − (X j − uα′,4sσ)+]I(̂s ≤ 4s)I(θ j > (X j − uα′,4sσ)+)I(X j/σ ≥ η)

+ Eθ [θ j − (X j − uα′,4sσ)+]I(̂s ≤ 4s)I(θ j ≤ (X j − uα′,4sσ)+)I(X j/σ ≥ η)

≤ Eθ [θ j − (X j − uα′,4sσ)+]I(̂s ≤ 4s)I(θ j > (X j − uα′,4sσ)+)I(X j/σ ≥ η)

≤ Eθ [θ j − X j + uα′,4sσ ]I(θ j > (X j − uα′,4sσ)+)I(X j > uα′,4sσ)I(X j/σ ≥ η)

+ θ jEθ I(θ j > (X j − uα′,4sσ)+)I(X j ≤ uα′,4sσ)I(X j/σ ≥ η).

Following the proof of Corollary 8, we can further show that

Eθ [θ j − X j + uα′,4sσ ]I(θ j > (X j − uα′,4sσ)+)I(X j > uα′,4sσ)I(X j/σ ≥ η)

≤ Eθ [θ j − X j]I(θ j > (X j − uα′,4sσ)+)I(X j > uα′,4sσ)I(X j/σ ≥ η) + uα′,4sσPθ (X j > uα′,4sσ)

≤ σ + uα′,4sσ .

After some simple calculation similar to the proof of Corollary 8, we can show that by the tail bound in
Lemma 16,

θjEθ I(θj > (Xj − uα′,4sσ)+)I(Xj ≤ uα′,4sσ)I(Xj/σ ≥ η) ≤ θjPθ (Xj ≤ uα′,4sσ) ≤ Cσ ,

for any θ j �= 0, where C is a positive constant. Combining the above inequalities, we obtain

I11 ≤ (1 + C)σ + uα′,4sσ . (B.27)

For I12, recall that it suffices to only consider non-zero θ j. The tail bound in Lemma 16 leads to

I12 ≤ θ jPθ (X j/σ < η) = θ jP(Z/σ < −(θ j/σ − η))

≤ Cσ(1 + η

θ j/σ − η
) exp(−1

2
ξ̄2

d )

≤ Cσ
(

1 +
√

2 log d − log log d + C′′√
2 log s − log log s + C′

) √
log s

log(d − s)
≤ 2Cσ .
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In the following text, we consider I2. Let t0 = {t ∈ [T] : 2t−1 ≤ 4s < 2t}. Then

I2 =
T∑

t=t0

Eθ (θ j − L̂ j,2t)I(̂s = 2t) ≤
T∑

t=t0

{Eθ (θ j − L̂ j,2t)
2}1/2{Pθ (̂s = 2t)}1/2.

For any t, ŝ = 2t implies 2t−1 ≤ |S̄ad
α′ | < 2t. Thus,

Pθ (̂s = 2t) ≤ Pθ (2
t−1 ≤ |S̄ad

α′ | < 2t) ≤ Pθ (|S̄ad
α′ | ≥ 2t−1).

Recall that 2t0−1 > 2s. Following the proof of Lemma 14, we have for any t ≥ t0

Pθ (̂s = 2t) ≤
(

d − s

2t−1 − s

)(C

d

)2t−1−s ≤
( C′

2t−1 − s

)2t−1−s
,

where C, C′ are positive constants. In addition, Lemma 15 implies

Eθ (θj − L̂ j,2t)
2 ≤ C(log 2)σ 2t.

Thus, for I2, there exists a constant C > 0 such that

I2 ≤ σ

T∑
t=t0

t1/2
( C

2t−1 − s

) 2t−1−s
2 ≤ σ

T∑
t=t0

Ct1/2

2t−1 − 2t0−2 = σ

T−t0∑
q=0

C(t0 + q)1/2

2q+t0−1 − 2t0−2

≤ Cσ t1/2
0

2t0−2

T−t0∑
q=0

1

2q+1 − 1
+ Cσ

2t0−2

T−t0∑
q=0

q1/2

2q+1 − 1
.

It is easily seen that the infinite sum
∑∞

q=0
1

2q+1−1
and
∑∞

q=0
q1/2

2q+1−1
converges. Thus, there exists a

constant C′ > 0 such that

I2 ≤ C′σ t1/2
0

2t0−2 + C′σ
2t0−2 .

Combining with (B.26) and (B.27), we obtain

Eθ (θj − L̂ j,̂s) ≤ (1 + 3C)σ + uα′,4sσ + C′σ t1/2
0

2t0−2 + C′σ
2t0−2 .

Noting that

lim
d,s→∞

uα′,4s√
2 log s

= lim
d,s→∞

√
2 log s − log log s + C√

2 log s
= 1,

we complete the proof. �
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Proof. Proof of Lemma 14.Consider the event |S̄ad
α′ | ≥ 2s. It implies that there exist at least s number of

θ j such that θ j = 0 and X j/σ ≥
√

2 log( 2d
(α−α′)Cd,α−α′ ). Thus, we have uniformly over θ ∈ �+(s, a),

Pθ (|S̄ad
α′ | ≥ 2s) ≤

(
d − s

s

)[
Pθ j=0

(
X j/σ ≥

√
2 log(

2d

(α − α′)Cd,α−α′
)
)]s

≤
( (d − s)e

s

)s[√ 2

π

1

2
√

2 log( 2d
Cd,α−α′ (α−α′) )

exp
(

− log(
2d

Cd,α−α′(α − α′)
)
)]s

≤
( (d − s)e

s

)s[C1d−1√log d√
log( 2d

Cd,α−α′ )

]s

≤
(C2(d − s)

sd

)s
,

for d large enough, where C1, C2 > 0 are two universal constants. Consider the event |S̄ad
α′ | ≤ s/2. It

implies that there exist at least s/2 number of θ j such that θ j > 0 and j /∈ S̄ad
α′ . Following the similar

argument and the inequality (B.10), we can show that

Pθ (|S̄ad
α′ | ≤ s/2) ≤

(
s

s/2

)[
Pθ j

(
X j/σ ≤

√
2 log(

2d

(α − α′)Cd,α−α′
)
)]s/2

≤
(

s

s/2

)[
P

(
N ≤ −√2 log s − log log s + C′

)]s/2

≤ (2e)s/2
[ C3s−1√log s√

2 log s − log log s + C′
]s/2

≤
(C4

s

)s/2
,

for d, s large enough, where N ∼ N(0, 1) and C3, C4 > 0 are two universal constants. �

Proof. Proof of Lemma 15.Following the proof of Corollary 8, we consider two cases d ≥ 2t and
d < 2t. When the former condition holds, we can show that

Eθ (θ j − L̂ j,t)
2 = Eθ (θ j − X j + uα′,tσ)2I(X j/σ > w) + θ2

j Pθ (X j/σ ≤ w)

= Eθ (θ j − X j)
2I(X j/σ > w) + u2

α′,tσ
2
Pθ (X j/σ > w)

+ 2uα′,tσEθ (θ j − X j)I(X j/σ > w) + θ2
j Pθ (X j/σ ≤ w)

≤ σ 2 + u2
α′,tσ

2 + 2uα′,tσ
2 + θ2

j Pθ (X j/σ ≤ w), (B.28)
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where w =
√

2 log( 2d
(α−α′)Cd,α−α′ ). Furthermore, the tail bound in Lemma 16 implies

θ2
j Pθ (X j/σ ≤ w) ≤ σ 2

√
2π

θ2
j /σ

2

θ j/σ − w
exp
(

− 1

2
(θ j/σ − w)2

)

≤ σ 2

√
2π

2(θ j/σ − w)2 + 2w2

θ j/σ − w
exp
(

− 1

2
(θ j/σ − w)2

)
.

Recall that if d, s large enough, we have

θj/σ − w ≥ a/σ − w ≥ √2 log s − log log s + C′ ∨ ξ̄d,

and w2 ≤ 2 log d − log log d + C′ for some constant C′. Thus, for d, s large enough,

θ2
j Pθ (X j/σ ≤ w) ≤ 2σ 2

√
2π

√
2 log s − log log s + C′ exp

(
− 1

2
(2 log s − log log s + C′)2

)
+ 2σ 2

√
2π

2 log d − log log d + C′√
2 log s − log log s + C′ exp

(
− 1

2
ξ̄2

d

)
≤ σ 2 + 2σ 2

√
2π

2 log d − log log d + C′√
2 log s − log log s + C′

√
log s

log(d − s)

≤ σ 2 + 2σ 2

√
2π

2 log d − log log d + C′√
2 log s − log log s + C′

√
log s

log(d/2)
≤ C′′σ 2,

where C′′ is a positive constant. Finally, we plug into the inequality (B.28),

Eθ (θj − L̂ j,t)
2 ≤ σ 2 + u2

α′,tσ
2 + 2uα′,tσ

2 + C′′σ 2.

For (t, s, d) sufficiently large, it can be easily verified that the following inequality holds:

sup
1≤j≤d

sup
θ∈�+(s,a)

Eθ (θ j − L̂ j,t)
2 ≤ Cσ 2 log t. (B.29)

In the following text, we consider the second case d < 2t. Similar to (B.28), we obtain that

Eθ (θ j − L̂ j,t)
2 = Eθ (θ j − X j + uα′,tσ)2I(X j/σ > uα′,t) + θ2

j Pθ (X j/σ ≤ uα′,t)

= Eθ (θ j − X j)
2I(X j/σ > uα′,t) + u2

α′,tσ
2
Pθ (X j/σ > uα′,t)

+ 2uα′,tσEθ (θ j − X j)I(X j/σ > uα′,t) + θ2
j Pθ (X j/σ ≤ uα′,t)

≤ σ 2 + u2
α′,tσ

2
Pθ (X j/σ > uα′,t) + 2uα′,tσ

2 + θ2
j Pθ (X j/σ ≤ uα′,t).
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If 2uα′,tσ ≥ θ j, then Eθ (θ j − L̂ j,t)
2 ≤ σ 2 + 5u2

α′,tσ
2 + 2uα′,tσ

2. If 2uα′,tσ < θ j, then θ j/σ − uα′,t >

θ j/(2σ), and we further have

Eθ (θ j − L̂ j,t)
2 ≤ (1 + uα′,t)

2σ 2 + (θ2
j − u2

α′,tσ
2)P(Z > θ j/σ − uα′,t)

≤ (1 + uα′,t)
2σ 2 + σ 2(θ j/σ)√

2π
exp
(

− 1

2
(θ j/(2σ))2

)
≤ (1 + uα′,t)

2σ 2 + σ 2

√
2π

,

as s, d tend to infinity, where Z ∼ N(0, 1). For (t, s, d) sufficiently large, (B.29) holds as well for the
second case d < 2t. This completes the proof. �

B.9 Proof of Theorem 10

Denote A+ = {θ ∈ R
d : ‖θ‖0 = s, θ j = a for ∀j, θ j �= 0} and A− = {θ ∈ R

d : ‖θ‖0 = s, θ j =
−a for ∀j, θ j �= 0}. Then

sup
θ∈�(s,a)

Pθ (supp(θ) �⊆ Ŝ) ≥ sup
θ∈A+∪A−

Pθ (supp(θ) �⊆ Ŝ) = 1 − inf
θ∈A+∪A− Pθ (supp(θ) ⊆ Ŝ).

Following the proof of Theorem 1, we obtain that

sup
θ∈�(s,a)

Pθ (S �⊆ Ŝ) ≥ 1

2

[
sup
θ∈A+

Pθ (S �⊆ Ŝ) + sup
θ∈A−

Pθ (S �⊆ Ŝ)
]

≥ 1

2|A+|
∑
θ∈A+

Pθ (S �⊆ Ŝ) + 1

2|A−|
∑
θ∈A−

Pθ (S �⊆ Ŝ)

≥ t
s∑

k=1

(
s

k

)
uk+ + uk−

2
,

where t = infθ∈A+∪A−
∏

j∈S Pθ j
( j ∈ Ŝ), and u+ = Pa( j /∈ Ŝ) and u− = P−a( j /∈ Ŝ), where Pa

denotes the probability of X j ∼ N(a, σ 2). Applying Jensen’s inequality, the above display can be further
bounded from below which yields

sup
θ∈�(s,a)

Pθ (S �⊆ Ŝ) ≥ t
s∑

k=1

(
s

k

)(u+ + u−
2

)k = t
[
(1 + u+ + u−

2
)s − 1

]
.

We denote j ∈ Ŝ by T(X j) = 1 for some function T(·). The Neyman–Pearson lemma implies that the
infimum of (u+ + u−)/2 = Pa(T(X j) = 0)/2 + P−a(T(X j) = 0)/2 over all possible T(·) such that

P0(T(X j) = 1) ≤ 1 − δ is attained by the likelihood ratio test of X j ∼ N(0, σ 2) versus the mixture

normal X j ∼ 1
2 N(a, σ 2) + 1

2 N(−a, σ 2), which is

T(X) = I
(

cosh(aX/σ 2) ≥ c∗ exp(
a2

2σ 2 )
)

, (B.30)
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where cosh(x) = (exp(x) + exp(−x))/2 and c∗ is chosen such that P0(T(X j) = 0) = δ. Since cosh(x)
is symmetric and monotonically increasing for x > 0, we have

δ = P0

(
|X/σ | ≤ σ

a
cosh−1(c∗ exp(

a2

2σ 2
))
)

= 1 − 2�
(

− σ

a
cosh−1(c∗ exp(

a2

2σ 2
))
)

.

Solving above equation, we obtain

c∗ = exp(− a2

2σ 2 ) cosh
( a

σ
�−1(

1 + δ

2
)
)

.

Denote 
TS = u++u−
2 = Pa(T(X j) = 0)/2 + P−a(T(X j) = 0)/2 with T(X) defined in (B.30). Then,


TS = 1

2
Pa

(
cosh(aX/σ 2) ≤ c∗ exp(

a2

2σ 2
)
)

+ 1

2
P−a

(
cosh(aX/σ 2) ≤ c∗ exp(

a2

2σ 2
)
)

= 1

2
Pa

(
|X/σ | ≤ �−1(

1 + δ

2
)
)

+ 1

2
P−a

(
|X/σ | ≤ �−1(

1 + δ

2
)
)

= �(�−1(
1 + δ

2
) + a

σ
) − �(−�−1(

1 + δ

2
) + a

σ
).

Following the same steps in the proof of Theorem 1, we can obtain (A.2).
To show (A.4), we consider the following two cases separately. Case (1): a/σ ≤ �−1( 1+δ

2 ). Then


TS ≥ �
(
�−1(

1 + δ

2
)
)

− �(0) ≥ c

2
,

since δ ≥ c for some constant c > 0. As a result, (1 + 
TS)
s → ∞ as s → ∞. This yields (A.4).

Case (2): �−1( 1+δ
2 ) < a/σ ≤ �−1( 1+δ

2 ) − �−1(cs/s). Denote g(x) = �(�−1( 1+δ
2 ) + x) −

�(−�−1( 1+δ
2 ) + x). We have 
TS = g(a/σ). Note that the function g(x) is monotonically decreasing

for x ≥ �−1( 1+δ
2 ). This implies that


TS ≥ g
(
�−1(

1 + δ

2
) − �−1(cs/s)

)
= �
(

2�−1(
1 + δ

2
) + �−1(1 − cs/s)

)
− �(�−1(1 − cs/s))

≥ �(c′ + T(s/cs)) − (1 − cs/s), (B.31)

where c′ = 2�−1( 1+c
2 ) and T(x) = √

2 log x − log log x − C and the last step holds by Lemma 16.
Applying Lemma 16 again yields

�(c′ + T(s/cs)) ≥ 1 − exp
(

− 1

2
(c′ + T(s/cs))

2
)

≥ 1 − C exp
(

− log(s/cs) + 1

2
log log(s/cs) − c′√log(s/cs)

)
= 1 − C

cs

s
exp
(1

2
log log(s/cs) − c′√log(s/cs)

)
, (B.32)
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where C is a generic constant which may differ from line to line. Since s/cs tends to infinity,
log log(s/cs) � √log(s/cs). Combining (B.31) and (B.32), we obtain


TS ≥ cs

s

[
1 − C exp

(1

2
log log(s/cs) − c′√log(s/cs)

)]
≥ cs

2s
.

Following the same steps in the proof of Theorem 1, we can obtain (
TS + 1)s → ∞. This completes
the proof of (A.4).

To show ŜTS
α′ ∈ F(δ), notice that

P0( j ∈ ŜTS
α′ ) ≤ P0(|Xj|/σ ≥ �−1(1/2 + δ/2)) = 1 − δ.

The event supp(θ) �⊆ ŜTS
α′ is equivalent to that there exists j ∈ [d] such that j ∈ supp(θ) and j /∈ ŜTS

α′ .
Then

Pθ (supp(θ) �⊆ ŜTS
α′ ) = Pθ (∃j ∈ [d], j ∈ supp(θ), j /∈ ŜTS

α′ )

≤
∑

j:θ j �=0

Pθ j
( j /∈ ŜTS

α′ )

=
∑

j:θ j �=0

P(|X j| ≤ (σ�−1(
α′

2s
) + a)+),

where the last step holds since a/σ ≥ �−1( δ+1
2 )−�−1(α′

2s ). If σ�−1(α′
2s )+a < 0, the above probability

is 0. Otherwise,

P(supp(θ) �⊆ ŜTS
α′ ) ≤

∑
j:θj �=0

P(|θj/σ | − |Zj| ≤ �−1(
α′

2s
) + a/σ) ≤

∑
j:θj �=0

P(|Zj| ≥ −�−1(
α′

2s
)) = α′,

where Z j = X j−θ j
σ

∼ N(0, 1), and we use min j:θ j �=0 |θ j| ≥ a. This completes the proof.

B.10 Proof of Theorem 11

Similar to the proof of Theorem 4, we can bound P(θ /∈ M̂TS
α′ ) by

P(θ /∈ M̂TS
α′ ) ≤ P(∃j ∈ ŜTS

α′ , θ j /∈ [̂L j, Û j]) + P(supp(θ) �⊆ ŜTS
α′ ). (B.33)

By part (3) of Theorem 10, P(supp(θ) �⊆ ŜTS
α′ ) ≤ α′. The first term can be further bounded as follows:

P(∃j ∈ ŜTS
α′ , θ j /∈ [̂L j, Û j]) (B.34)

≤ P(∃j ∈ supp(θ), θ j /∈ [̂L j, Û j]) + P(∃j ∈ ŜTS
α′ \supp(θ), θ j /∈ [̂L j, Û j]) := I1 + I2. (B.35)
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For I1, by noting that θ j /∈ [̂L j, Û j] is equivalent to |Z j| ≥ u, where Z j = X j−θ j
σ

∼ N(0, 1) and u = ûTS
α′ ,

we have

I1 ≤
∑

j∈supp(θ)

P(|Z j| ≥ u) = 2s(1 − �(u)). (B.36)

To bound I2, noting that j /∈ supp(θ) implying θ j = 0, we have

I2 = P(∃j /∈ supp(θ), |Zj| ≥ �−1(
α′

2s
) + a

σ
, |Zj| ≥ u) ≤

∑
j/∈supp(θ)

P(|Zj| ≥ �−1(
α′

2s
) + a

σ
, |Zj| ≥ u).

To bound the last probability, we now consider the following two cases.
(1). When a

σ
≤ −�−1(α−α′

2d )−�−1(α′
2s ), by setting u = �−1(1− α−α′

2d ), we have I2 ≤ 2(d − s)(1−
�(u)). Combining with (B.33), (B.35), (B.36), we have

P(θ /∈ M̂TS
α′ ) ≤ 2d(1 − �(u)) + α′ = α.

(2). When a
σ

> −�−1(α−α′
2d ) − �−1(α′

2s ), we have η > 1 − α−α′
2d , where η = �( a

σ
+ �−1(α′

2s )).

Recall that u = �−1(1 − α−α′−2(d−s)(1−η)
2s ). Then

�(u) = 1 − α − α′ − 2(d − s)(1 − η)

2s
< η,

which is equivalent to �−1(α′
2s ) + a

σ
≥ u. Therefore, I2 ≤ 2(d − s)(1 − η), and finally we have

P(θ /∈ M̂TS
α′ ) ≤ 2(d − s)(1 − η) + 2s(1 − �(u)) + α′ = α.

B.11 Proof of Theorem 12

The idea of the proof is very similar to the proof of Theorem 6. For simplicity of presentation, we
skip some intermediate steps. Denote A+ = {θ ∈ R

d : ‖θ‖0 = A, θ j = ρ, for anyθj �= 0} and

A− = {θ ∈ R
d : ‖θ‖0 = A, θ j = −ρ, for anyθj �= 0}, where 0 < A ≤ s and ρ is an arbitrary positive

quantity that is ρ ≥ a. Then

sup
θ∈�(s,a)

Pθ (θ /∈ M) ≥ 1

2

(
d

A

)−1[ ∑
θ∈A+

Pθ (θ /∈ M) +
∑
θ∈A−

Pθ (θ /∈ M)
]

≥ t

2

(
d

A

)−1[ d∑
j=1

∑
θ∈A+

Pθ j
(θ j /∈ CI j) +

d∑
j=1

∑
θ∈A−

Pθ j
(θ j /∈ CI j)

]

= t
d∑

j=1

(d − A

d
P0(0 /∈ CI j) + A

2d
Pρ(ρ /∈ CI j) + A

2d
P−ρ(−ρ /∈ CI j)

)
, (B.37)
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where t = infθ∈A+∪A−
∏d

j=1 Pθ j
(θ j ∈ CI j). Since Pρ(0, ρ ∈ CI j) ≤ Eρ |U j − L j|/ρ, we have

Pρ(ρ /∈ CIj) ≥ Pρ(0 ∈ CIj) − Pρ(0, ρ ∈ CIj) ≥ Pρ(0 ∈ CIj) − m/ρ,

and similarly P−ρ(−ρ /∈ CI j) ≥ P−ρ(0 ∈ CI j) − m/ρ. Together with (B.37),

sup
θ∈�(s,a)

Pθ (θ /∈ M) ≥ t
{ d∑

j=1

(d − A

d
P0(0 /∈ CI j) + A

2d
Pρ(0 ∈ CI j) + A

2d
P−ρ(0 ∈ CI j)

)
− Am

ρ

}

≥ tA
{

inf
T∈{0,1}

(d − A

A
E0(1 − T) + 1

2
EρT + 1

2
E−ρT

)
− m

ρ

}
, (B.38)

where T denotes a test function from R to {0, 1}. Note that

d − A

A
E0(1 − T) + 1

2
EρT + 1

2
E−ρT = E0

(d − A

A
+ T(

fρ(x) + f−ρ(x)

2f0(x)
− d − A

A
)
)

,

where fρ(x) denotes the pdf of N(ρ, σ 2). Thus, the above function is minimized by

T∗(x) = I(
fρ(x) + f−ρ(x)

2f0(x)
− d − A

A
≤ 0) = I

(
|x/σ | ≤ σ

ρ
cosh−1(

d − A

A
exp(

ρ2

2σ 2
))
)

,

where cosh−1(·) is the inverse function of cosh. Plugging the definition of T∗(x) into (B.38), after some
calculation we obtain

sup
θ∈�(s,a)

Pθ (θ /∈ M) ≥ tA
{2(d − A)

A
�(−D) + �(

ρ

σ
+ D) − �(

ρ

σ
− D) − m

ρ

}
,

where D = σ
ρ

cosh−1( d−A
A exp(

ρ2

2σ 2 )). The rest of the proof is the same as Theorem 6. We omit the
details.

B.12 Proof of Corollary 13

The proof of this corollary follows from the same line as in the proof of Corollary 8. We only highlight
the main difference. By Theorem 12, we can obtain that

m ≥ ρ
{

gTS(d, Ad, ρ) − 1

Ad

Pθ (θ /∈ M)

Pθ (θ ∈ M)

}
.

To show (A.11), denote a1 := σ
√

2 log(d/Ad − 1), and we can take ρ = a1. The key step is to lower
bound gTS(d, Ad, ρ). Recall that

gTS(d, Ad, ρ) = 2(d − Ad)

Ad
�(−D) +

{
�
(ρ

σ
+ D
)

− �
(ρ

σ
− D
)}

:= I1 + I2,

where

D = σ

ρ
cosh−1(

d − Ad

Ad
exp(

ρ2

2σ 2 )).
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We now consider the two terms I1, I2. By the definition of cosh, we can easily verify the following
inequality log y < cosh−1(y) < log(2y) holds. Applying it to I1 yields

I1 ≥ 2(d − Ad)

Ad
�
(

− σ

ρ
log

2(d − Ad)

Ad
− ρ

2σ

)
= 2(d − Ad)

Ad
�
(

−√2 log(d/Ad − 1) − log 2√
2 log(d/Ad − 1)

)
≥ C√

2 log(d/Ad − 1)
,

for some universal positive constant C. Similarly, we can show that

I2 ≥ �
(σ

ρ
log

d − Ad

Ad
+ 3ρ

2σ

)
− �
(

− σ

ρ
log

d − Ad

Ad
+ ρ

2σ

)
= �
(

2
√

2 log(d/Ad − 1)
)

− �(0)

≥ 1/2 − C
( Ad

d − Ad

)4
,

The same argument in the proof of Corollary 8 implies (A.11). The proof of (A.13) is similar. Finally,
to show (A.12), notice that

Eθ (Ū
TS
j − L̄TS

j ) = Eθ (Ū
TS
j − L̄TS

j )I( j ∈ S̄TS
α′ ) ≤ 2σ ūTS

α′ .

Regardless of the SNR, lim sup ūTS
α′ /

√
2 log d ≤ 1 always holds. Finally, for (A.14), we have

a/σ ≥ √2 log(d − s) − log log(d − s) + C +√2 log s − log log s + C ≥ φ̄,

and therefore

ūTS
α′ =

√
2 log

( 4s

(α − α′)C2s,α−α′

)
,

which further implies lim sup ūTS
α′ /

√
2 log s ≤ 1. This completes the proof.

Lemma 16. Tail bound for Gaussian distributionLet N ∼ N(0, 1). Then for any y > 0√
2

π

exp(−y2/2)

y +√y2 + 4
< P(N > y) ≤

√
2

π

exp(−y2/2)

y +√y2 + 8/π
.

Conversely, for any t > 2,√
(2 log t − log log t − C)+ ≤ �−1(1 − 1

t
) ≤ √2 log t − log log t,

where C = 2 log 4 + log π .
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C. Additional Theoretical Results

C.1 L̄ j in the sparse confidence set

Proposition 17. Assume that d, s → ∞ and δ, α, α′ are fixed. For θ j = a, we have the following result.

(2).If κ∗∗ ≤ a/σ < κ̄ , and a ≤ m∗ := σ
√

2 log d/2, then

lim
d,s→∞P(L̄j = 0) = 1.

(2).If a/σ ≥ κ̄ , d ≥ 2s, then

lim
d,s→∞P(L̄j = 0) = 0.

Proof. By the definition of L̄ j, we know that L̄ j = 0 is equivalent to X j/σ ≤ ūα′ , which is N(0, 1) ≤
ūα′ − a/σ . In case 1, we have

P(L̄ j = 0) = �
(√

2 log
( d

(α − α′)Cd,α−α′

)
− a

σ

)

≥ �
(√

2 log
( d

(α − α′)Cd,α−α′

)
− 1

2

√
2 log d

)
≥ �((

1

2
− ε)
√

2 log d),

where ε is an arbitrarily small constant. By the Gaussian tail bound in Lemma 16, we have L̄ j = 0 with
probability tending to 1.

Similarly, in case 2, under d ≥ 2s, we have

P(L̄ j = 0) = �
(√

2 log
( 2s

(α − α′)Cs,α−α′

)
− a

σ

)

≤ �
(

−
√√√√2 log

(
s

Cs,α′α′

))
≤ c

Cs

s
,

for some constant c > 0, where we use the Gaussian tail bound in Lemma 16 again in the last step.
Letting s → ∞, we complete the proof. �

C.2 Extension to X ∼ N(θ , �)

In this section, we show that the proposed sparse confidence set is still valid under the more general
Gaussian model X ∼ N(θ , �) for some known PD matrix �. Without loss of generality, we assume the
diagonal entries of � are identical and equals to σ 2. Under this assumption, our sparse confidence sets
are exactly identical to M̂α′ . Recall that

M̂α′ = M(̂Sα′ , Û, L̂), where L̂j = (Xj − ûα′σ)+, Ûj = +∞,
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where

Ŝα′ =
{

j ∈ [d] :
Xj

σ
≥ (�−1(

α′

s
) + a

σ
) ∨ �−1(δ)

}
.

Theorem 18. For any 0 < α′ < α, provided (2.6) holds, under the model X ∼ N(θ , �), we have

sup
θ∈�+(s,a),θj=0

Pθ ( j ∈ Ŝα′) ≤ 1 − δ, and sup
θ∈�+(s,a)

Pθ (θ /∈ M̂α′) ≤ α,

where ûα′ in (2.8) is given by

ûα′ =
⎧⎨⎩ �−1

(
1 − α−α′

d

)
if a/σ ∈ RL,

�−1
(

1 − α−α′−(d−s)(1−η+)
s

)
if a/σ ∈ RH ,

where η+ = �( a
σ

+ �−1(α′
s )), and the low SNR region RL and high SNR region RH are defined in the

same way as those in Theorem 4.

It is easily seen that the conclusion of this theorem is identical to Theorem 4. In other words, our
sparse confidence set M̂α′ is robust to the correlation among X. This result is not surprising, because the
proof of Theorem 4 does not rely on the independence assumption of X. We also note that, the proof
of Theorem 9 does require the independence assumption of X, see the proof of Lemma 14. Thus, the
current adaptivity results are not valid under the general model X ∼ N(θ , �).

C.3 Suboptimality of M̂α′

Recall that

M̂α′ = M(̂Sα′ , Û, L̂), where L̂j = (Xj − ûα′σ)+, Ûj = +∞

for any j ∈ Ŝα′ , where

Ŝα′ =
{

j ∈ [d] :
Xj

σ
≥ (�−1(

α′

s
) + a

σ
) ∨ �−1(δ)

}
.

We partition the SNR region into low and high levels:

• Low SNR region: RL = {κ : κ∗ ≤ κ < κ∗ ∨ κ̂
}
,

• High SNR region: RH = {κ : κ ≥ κ∗ ∨ κ̂
}
,

where

κ̂ = −�−1(
α − α′

d
) − �−1(

α′

s
),

and

ûα′ =
⎧⎨⎩ �−1

(
1 − α−α′

d

)
if a/σ ∈ RL,

�−1
(

1 − α−α′−(d−s)(1−η+)
s

)
if a/σ ∈ RH .
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Proposition 19. For θ j = a := Cdσ
√

log d, where Cd/s → ∞, then as d, s → ∞ (assuming α, δ are
fixed)

E(θj − L̂j) � σ
Cd

s

√
log d.

Proof. Similar to the proof of Corollary 8, we can show that

E(θ j − L̂ j) = ûα′σ + E(θ j − X j)I(X j/σ > ûα′)I(X j/σ > B)

+ E(θ j − ûα′σ)I(X j/σ < ûα′)I(X j/σ > B) + E(θ j − ûα′σ)I(X j/σ < B),

where B = (�−1(α′
s )+ a

σ
)∨�−1(δ). We denote these terms by I1, . . . , I4. For I2, we can apply Cauchy–

Schwarz inequality to get I2 ≤ σ . For I3, we have

|I3| ≤ (θj − ûα′σ)P(Z > θj/σ − ûα′) ≤ σ√
2π

,

where the last error bound is from the proof of Corollary 8. For I4, since θ j = a := Cdσ
√

log d, we
have

I4 = σ(Cd

√
log d − ûα′)

α′

s
.

It is easily seen that Cd
√

log d � ûα′ . As Cd/s → ∞, we have

E(θj − L̂j) � σ
Cd

s

√
log d.

The proof is complete. �
Note that, since Cd in the above proposition can be arbitrarily large, the length of the confidence

interval E(θ j − L̂ j) � σ Cd
s

√
log d � σ

√
log d, where the latter is the minimax rate in case 1 in

Corollary 8. Thus, the sparse confidence interval M̂α′ is suboptimal.

C.4 Extension to non-separable sparse confidence sets

Recall that we define the class of separable selectors as

F(δ) = {S(X) : P0( j ∈ S(X)) ≤ 1 − δ,

and the event { j ∈ S(X)} only depends on X j for any j ∈ [d]}.

In this section, we define non-separable sparse confidence intervals as

M̄+ = {M(S, U, L) : inf
θ∈�+(s,a)

Pθ (θ ∈ M(S, U, L)) ≥ 1 − α, and S ∈ F(δ)}, (C1)

where F(δ) is the class of separable selectors defined above. Recall that we consider one-sided
confidence intervals for the parameters in �+(s, a), so we still require L j ≥ 0 and U j = +∞ if j ∈ S,
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otherwise L j = U j = 0. In the definition of M̄+, we remove the constraint from CI+ that L j ≤ X j ∨ 0
and L j only depends on X j.

Now we prove the following non-asymptotic lower bound over the class of non-separable confidence
intervals in M̄+, which is parallel to Corollary 3.3.

Theorem 20. Assume that α < 1/2 and let η = 1 − 2α.

(1). If κ∗∗ ≤ a/σ ≤ √log(dη2 + 1), then

inf
M∈M̄+

R(M, �+(s, a)) ≥ (1/2 − α)σ

√
log(dη2 + 1). (C2)

(2). If a/σ ≥ √log(dη2 + 1), then

inf
M∈M̄+

R(M, �+(s, a)) ≥ (1/2 − α)σ

√
log(sη2 + 1). (C3)

We can see that, as d, s → ∞, in low SNR (case 1), the lower bound over the class of non-separable
confidence intervals is O(σ

√
log d), whereas, in high SNR (case 2), the lower bound is O(σ

√
log s).

Compared with the asymtotic results in Corollary 3.3 (for separable confidence intervals) and the follow-
up discussion, the lower bounds for separable and non-separable confidence intervals have the same
order as d, s → ∞.

Proof. The result is proved based on the following Le Cam’s method [4]. Define Pπ (A) =∫
Pθ (A)dπ(θ) to be the probability of the event A when X|θ follows the specified Gaussian mean

model and θ ∼ π for some distribution π on �+(s, a). For any fixed θ ′ ∈ �+(s, a), we can show that

|Pθ ′(θ ′ ∈ M(U, L)) − Pπ (θ ′ ∈ M(U, L))| ≤ sup
A

|Pθ ′(A) − Pπ (A)| ≤ 1

2
[Eθ ′(L2

π ) − 1]1/2, (C4)

where Lπ = dPπ

dPθ ′ (X) is the likelihood ratio of the data under the measure Pπ versus Pθ ′ . Since θ ′ ∈
�+(s, a), we have Pθ ′(θ ′ ∈ M(U, L)) ≥ 1 − α. Combining with (C4), we obtain

Pπ (θ ′ ∈ M(U, L)) ≥ 1 − α − 1

2
[Eθ ′(L2

π ) − 1]1/2. (C5)

Finally, by noting that

Pπ (θ ∈ M(U, L)) =
∫

Pθ (θ ∈ M(U, L))dπ(θ) ≥ (1 − α)

∫
dπ(θ) = 1 − α,

(C5) further implies

Pπ (θ , θ ′ ∈ M(U, L)) ≥ 1 − 2α − 1

2
[Eθ ′(L2

π ) − 1]1/2. (C6)

We pick θ ′ = (0, ..., 0) and define π in the following way. Let m̂ be a random index set (with size 1)
drawn uniformly in {1, 2, ..., d}. We define π to be the distribution of the random variable

∑
j∈m̂ κe j,

where κ is a positive quantity to be determined. It is easy to verify the following lemma:
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Lemma 21. Under the construction of π above, it holds that

E0(L
2
π ) = 1 + 1

d

(
exp(

κ2

σ 2
) − 1

)
.

By taking κ2 = σ 2 log(dη2 + 1), (C6) implies Pπ (0, θ ∈ M(U, L)) ≥ 1/2 −α. Let θ̄ j = κe j. Then

1/2 − α ≤ Pπ (θ , 0 ∈ M(U, L)) = 1

d

d∑
j=1

Pθ̄ j
(θ̄ j, 0 ∈ M(U, L))

≤ 1

d

d∑
j=1

Eθ̄ j
I(0, κ ∈ CI j)

≤ 1

d

1

κ

d∑
j=1

Eθ̄ j
(θ j − L j)

≤ 1

κ
sup

j
sup
θ

Eθ (θ j − L j).

Then we have sup j supθ Eθ (θ j − L j) ≥ κ(1/2 − α), which completes the proof of (C.2). The next result
(C.3) follows the similar proof which is omitted. �
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