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Abstract
Inverse probability of treatment weighting (IPTW) is a popular method for estimating causal effects in many disciplines. However, empirical studies show that the IPTW estimators can be sensitive to the misspecification of propensity score model. To address this problem, several researchers have proposed new methods to estimate propensity score by directly optimizing the balance of pre-treatment covariates. While these methods appear to empirically perform well, little is known about their theoretical properties. This paper makes two main contributions. First, we conduct a theoretical investigation of one such methodology, the Covariate Balancing Propensity Score (CBPS) recently proposed by Imai and Ratkovic (2014). We characterize the asymptotic bias and efficiency of the CBPS-based IPTW estimator under both arbitrary and local model misspecification as well as correct specification for general balancing functions. Based on this finding, we address an open problem in the literature on how to optimally choose the covariate balancing function for the CBPS methodology. Second, motivated by the form of the optimal covariate balancing function, we further propose a new IPTW estimator by generalizing the CBPS method. We prove that the proposed estimator is consistent if either the propensity score model or the outcome model is correct. In addition to this double robustness property, we also establish that the proposed estimator is semiparametrically efficient when both the propensity score and outcome models are correctly specified. Unlike the standard doubly robust estimators, however, the proposed methodology does not require the estimation of outcome model. To relax the parametric assumptions on the propensity score model and the outcome model, we further consider a sieve estimation approach to estimate the treatment effect. A new “nonparametric double robustness” phenomenon is observed. Our simulations show that the proposed estimator has better finite sample properties than the standard estimators.
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1 Introduction

Suppose that we have a random sample of \( n \) units from a population of interest. For each unit \( i \), we observe \((T_i, Y_i, X_i)\), where \( X_i \in \mathbb{R}^d \) is a \( d \)-dimensional vector of pre-treatment covariates, \( T_i \) is a binary treatment variable, and \( Y_i \) is an outcome variable. In particular, \( T_i \) takes 1 if unit \( i \) receives the treatment and is equal to 0 if unit \( i \) belongs to the control group. The observed outcome can be written as \( Y_i = Y_i(1)T_i + Y_i(0)(1 - T_i) \), where \( Y_i(1) \) and \( Y_i(0) \) are the potential outcomes under the treatment and control conditions, respectively. This notation implicitly requires the stable unit treatment value assumption (Rubin, 1990). In addition, throughout this paper, we also assume the strong ignorability of the treatment assignment (Rosenbaum and Rubin, 1983):

\[
\{Y_i(1), Y_i(0)\} \perp \!
\!
\!
\perp T_i \mid X_i \quad \text{and} \quad 0 < P(T_i = 1 \mid X_i) < 1.
\] (1.1)

Furthermore, without loss of generality, we assume that the conditional expectation functions of potential outcomes can be written as,

\[
E(Y_i(0) \mid X_i) = K(X_i) \quad \text{and} \quad E(Y_i(1) \mid X_i) = K(X_i) + L(X_i)
\] (1.2)

for some functions \( K(\cdot) \) and \( L(\cdot) \), which represent the conditional mean of the potential outcome under the control condition and the conditional average treatment effect, respectively. Under this setting, we are interested in estimating the average treatment effect (ATE),

\[
\mu = E(Y_i(1) - Y_i(0)) = E(L(X_i)).
\] (1.3)

The propensity score is defined as the conditional probability of treatment assignment (Rosenbaum and Rubin, 1983),

\[
\pi(X_i) = P(T_i = 1 \mid X_i).
\] (1.4)

In practice, since \( X_i \) can be high dimensional, the propensity score is usually parameterized by a model \( \pi_\beta(X_i) \) where \( \beta \) is a \( q \)-dimensional vector of parameters. A popular choice is the logistic regression model, i.e., \( \pi_\beta(X_i) = \exp(X_i^\top \beta) / \{1 + \exp(X_i^\top \beta)\} \). Once the parameter \( \beta \) is estimated (e.g., by the maximum likelihood estimator \( \hat{\beta} \)), the Horvitz-Thompson estimator (Horvitz and Thompson, 1952), which is based on the inverse probability of treatment weighting (IPTW), can be used to obtain an estimate of the ATE (Robins et al., 1994),

\[
\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{T_i Y_i}{\pi_\hat{\beta}(X_i)} - \frac{(1 - T_i) Y_i}{1 - \pi_\hat{\beta}(X_i)} \right).
\] (1.5)

Despite its popularity, researchers have found that the estimators based on IPTW are particularly sensitive to the misspecification of propensity score model (e.g., Kang and Schafer, 2007). To overcome this problem, several researchers have recently proposed to estimate the propensity score by optimizing covariate balance rather than maximizing the accuracy of predicting treatment assignment (e.g., Tan, 2010; Hainmueller, 2012; Graham et al., 2012; Imai and Ratkovic, 2014; Chan et al., 2015). In this paper, we focus on the Covariate Balancing Propensity Score (CBPS)
methodology proposed by Imai and Ratkovic (2014). In spite of its simplicity, several scholars independently found that the CBPS performs well in practice (e.g., Wyss et al., 2014; Frölich et al., 2015). The method can also be extended for the analysis of longitudinal data (Imai and Ratkovic, 2015) and general treatment regimes (Fong et al., 2015). In this paper, we conduct a theoretical investigation of the CBPS. Given the similarity between the CBPS and some other methods, our theoretical analysis may also provide new insights for understanding these related methods.

The CBPS method estimates the parameters of the propensity score model, $\beta$, by solving the following $m$-dimensional estimating equation,

$$\bar{g}_{\beta}(T, X) = \frac{1}{n} \sum_{i=1}^{n} g_{\beta}(T_i, X_i) = 0,$$

where $g_{\beta}(T_i, X_i) = \left( \frac{T_i}{\pi_{\beta}(X_i)} - \frac{1 - T_i}{1 - \pi_{\beta}(X_i)} \right) f(X_i)$ (1.6)

for some covariate balancing function $f(\cdot) : \mathbb{R}^d \to \mathbb{R}^m$, if the number of equations $m$ is equal to the number of parameters $q$. Imai and Ratkovic (2014) point out that the common practice of fitting a logistic model is equivalent to balancing the score function with $f(X_i) = \pi_{\beta}'(X_i) = \frac{\partial \pi_{\beta}(X_i)}{\partial \beta}$.

They find that choosing $f(X_i) = X_i$, which balances the first moment between the treatment and control groups, significantly reduces the bias of the estimated ATE. Some researchers also choose $f(X_i) = (X_i \ X_i^2)$ in their applications. This guarantees that the treatment and control groups have an identical sample mean of $f(X_i)$ after weighting by the estimated propensity score. If $m > q$, then $\hat{\beta}$ can be estimated by optimizing the covariate balance by the generalized method of moments (GMM) method (Hansen, 1982):

$$\hat{\beta} = \arg\min_{\beta \in \Theta} \bar{g}_{\beta}(T, X)^\top \hat{W} \bar{g}_{\beta}(T, X),$$

(1.7)

where $\Theta$ is the parameter space for $\beta$ in $\mathbb{R}^q$ and $\hat{W}$ is an $(m \times m)$ positive definite weighting matrix, which we assume in this paper does not depend on $\beta$. Alternatively, the empirical likelihood method can be used (Owen, 2001; Fong et al., 2015). Once the estimate of $\beta$ is obtained, we can estimate the ATE using the IPTW estimator in (1.5).

The main idea of the CBPS and other related methods is to directly optimize the balance of covariates between the treatment and control groups so that even when the propensity score model is misspecified we still obtain a reasonable balance of the covariates between the treatment and control groups. However, one open question remains in this literature: How shall we choose the covariate balancing function $f(X_i)$? In particular, if the propensity score model is misspecified, this problem becomes even more important. Although some researchers have proposed the non-parametric propensity score estimators to alleviate this problem (e.g., Hirano et al., 2003; Chan et al., 2015), these methods are potentially difficult to apply in practice even when the number of pre-treatment covariates is moderate.

This paper makes two main contributions. First, we conduct a thorough theoretical study of the CBPS-based IPTW estimator with the general balancing function $f(\cdot)$. We characterize the asymptotic bias of the CBPS-based IPTW estimator under both arbitrary and local misspecification
of the propensity score model. We also study the efficiency of the IPTW estimator under correct specification and local model misspecification. Based on these findings, we show how to optimally choose the covariate balancing function $f(X_i)$ for the CBPS methodology (Section 2). In particular, we show that once the covariate balancing function is chosen in this way, the CBPS-based IPTW estimator achieves a double robustness property: the estimator is consistent if either the propensity score model or the outcome model is correct.

However, the optimal choice of $f(X_i)$ requires the knowledge of the propensity score, which is unknown. Thus, the application of the CBPS method with the optimal $f(X_i)$ is limited in practice. To address this issue, our second contribution is to propose a new IPTW estimator by generalizing the CBPS method. We show that the IPTW estimator based on the improved CBPS (iCBPS) method retains the double robustness property. We also show that the proposed estimator is semiparametrically efficient when both the propensity score and outcome models are correctly specified (Section 3). Different from the CBPS method with the optimal $f(X_i)$, the proposed iCBPS method does not require the knowledge of the propensity score and is easy to implement in practice. In addition, unlike the standard doubly robust estimators (Robins et al., 1994), the proposed iCBPS method does not require the estimation of outcome model. Our simulation study shows that the proposed estimator outperforms the standard estimators (Section 3.2).

To relax the parametric assumptions on the propensity score model and the outcome model, we further extend the proposed iCBPS method to the nonparametric/semiparametric settings, by using a sieve estimation approach (Newey, 1997; Chen, 2007). In Section 4, we establish a unified semiparametric efficiency result for the IPTW estimator under many nonparametric/semiparametric settings, including the fully nonparametric model, additive model and partially linear model. Our result provides a more comprehensive theoretical framework than the existing nonparametric literature (e.g., Hirano et al., 2003; Chan et al., 2015), which usually assumes the propensity score model is fully nonparametric and therefore suffers from the curse of dimensionality. In addition, our theoretical results require weaker technical assumptions. For instance, in the fully nonparametric setting, the theory in Hirano et al. (2003) and Chan et al. (2015) requires $s/d > 7$ and $s/d > 13$, respectively, where $s$ is the smoothness parameter of some function class and $d = \dim(X_i)$. In comparison, we only require $s/d > 3/4$, which is significantly weaker than the existing conditions. To prove this result, we exploit the matrix Bernstein’s concentration inequalities (Tropp, 2015) and a Bernstein-type concentration inequality for U-statistics (Arcones, 1995). Similar tools from recent random matrix theory have been used by Hansen (2014); Chen and Christensen (2015); Belloni et al. (2015) to study the optimal rate of convergence for sieve-based least square estimation. However, unlike the sieve-based least square estimator, our sieve estimator of the propensity score does not have a closed form and this leads to extra technical challenges for the establishment of the consistency and rate of convergence. Finally, in this nonparametric setting, we observe an interesting phenomenon that our unified semiparametric efficiency result holds if either the propensity score model or the outcome model is approximated reasonably well. This can be viewed as a nonparametric version of the double robustness property. To the best of our knowledge, this phenomenon does not appear in the existing literature. The last section provides concluding remarks.
2 Consequences of Model Misspecification

Our theoretical investigation starts by examining the consequences of model misspecification for the CBPS-based IPTW estimator. For this, we first derive the asymptotic bias of the IPTW estimator under local misspecification of the propensity score model and show that we can eliminate the bias by carefully choosing the covariate balancing function \( f(X_i) \) such that it spans \( K(X_i) + (1 - \pi_{\beta^o}(X_i))L(X_i) \), where \( \beta^o \) is the limiting value of \( \hat{\beta} \), i.e., \( \hat{\beta} \xrightarrow{p} \beta^o \). In other words, we want to choose the covariate balancing function \( f(X_i) \) such that it spans the weighted average of the two conditional mean functions of potential outcomes, i.e., there exists an \( \alpha \in \mathbb{R}^m \) such that

\[
\alpha^T f(X_i) = \pi_{\beta^o}(X_i) \mathbb{E}(Y_i(0) \mid X_i) + (1 - \pi_{\beta^o}(X_i)) \mathbb{E}(Y_i(1) \mid X_i).
\]

This result is further extended to arbitrary model misspecification.

The above result implies that when balancing covariates, for any given unit we should give a greater weight to the determinants of the potential outcome that is less likely to be realized. For example, if a unit is less likely to be treated, then it is more important to balance the covariates that influence the mean potential outcome under the treatment condition. In contrast, if a unit is more likely to be assigned to the treatment group, then the covariates that determine the potential outcome under the control condition become more important. We also show that even when the propensity score is correctly specified, this choice of covariate balancing function is optimal, enabling the resulting estimator to attain the semiparametric efficiency bound.

2.1 Bias under Model Misspecification

While researchers can avoid gross model misspecification through careful model fitting, in practice it is often difficult to nail down the exact specification. The prominent simulation study of Kang and Schafer (2007), for example, is designed to illustrate this phenomenon. We therefore consider the consequences of local misspecification of propensity score model. In particular, we assume that the true propensity score \( \pi(X_i) \) is related to the working model \( \pi_{\beta^o}(X_i) \) through the exponential tilt for some \( \beta^* \),

\[
\pi(X_i) = \pi_{\beta^o}(X_i) \exp(\xi \ u(X_i; \beta^*)) \quad (2.1)
\]

where \( u(X_i; \beta^*) \) is a function determining the direction of misspecification and \( \xi \) represents the magnitude of misspecification. We assume \( \xi = o(1) \) and \( \xi^{-1}n^{-1/2} = O(1) \), as \( n \to \infty \) so that the true propensity score \( \pi(X_i) \) is in a local neighborhood of the working model \( \pi_{\beta^o}(X_i) \). Under this local model misspecification setting, we derive the asymptotic bias and variance of the CBPS-based IPTW estimator in (1.5). The next theorem gives the expression of the asymptotic bias.

**Theorem 2.1 (Asymptotic Bias under Local Misspecification).** If the propensity score model is locally misspecified as in (2.1), under Assumption A.1 in Appendix A, the bias of the IPTW estimator defined in (1.5) is given by

\[
\mathbb{E}(\hat{\mu} - \mu) = B \xi + o(\xi),
\]

where

\[
B = \left\{ \mathbb{E} \left[ \frac{u(X_i; \beta^*) \{K(X_i) + L(X_i)(1 - \pi_{\beta^o}(X_i))\}}{1 - \pi_{\beta^o}(X_i)} \right] \right. \\
+ H_y^T (H_t^T W^* H_t^*)^{-1} H_t^T W^* \mathbb{E} \left( \frac{u(X_i; \beta^*) f(X_i)}{1 - \pi_{\beta^o}(X_i)} \right) \left. \right\},
\]

(2.2)
and \( W^* \) is the limiting value of \( \hat{W} \) in (1.7),

\[
H_y^* = -E \left( \frac{K(X_i) + (1 - \pi_{\beta^*}(X_i))L(X_i)}{\pi_{\beta^*}(X_i)(1 - \pi_{\beta^*}(X_i))} \left( \frac{\partial \pi_{\beta^*}(X_i)}{\partial \beta} \right) \right), \\
H_f^* = -E \left( \frac{f(X_i)}{\pi_{\beta^*}(X_i)(1 - \pi_{\beta^*}(X_i))} \left( \frac{\partial \pi_{\beta^*}(X_i)}{\partial \beta} \right)^\top \right).
\]

This theorem shows that the estimator \( \hat{\mu}_\beta \) has a first order bias term \( B\xi \) under the local model misspecification. Although the expression of \( B \) looks sophisticated, the next corollary shows how to choose the covariate balancing function to eliminate the first order bias.

**Corollary 2.1 (Optimal Choice of Covariate Balancing Function under Local Misspecification).** Suppose that we choose the covariate balancing function \( f(X) \) such that \( \alpha^\top f(X) = K(X) + (1 - \pi_{\beta^*}(X))L(X) \) holds, where \( \alpha \in \mathbb{R}^m \) is a vector of arbitrary constants. In addition, assume that the number of parameters is equal to the dimension of covariate balancing function \( f(X_i) \), i.e., \( m = q \).

Then, under the conditions in Theorem 2.1, the IPTW estimator \( \hat{\mu}_\beta \) given in equation (1.5) is first order unbiased, i.e., \( B = 0 \).

In the following, we consider the asymptotic bias of the IPTW estimator when the propensity score model is arbitrarily misspecified. We first describe our results in a heuristic way. Assume that the propensity score model is misspecified, i.e., \( \mathbb{P}(T_i = 1 \mid X_i) = \pi(X_i) \neq \pi_{\beta}(X_i) \) for any \( \beta \in \Theta \).

Let \( \beta^o \) represent the limiting value of the CBPS estimator \( \hat{\beta} \), i.e., assuming \( \hat{\beta} \xrightarrow{p} \beta^o \). Then, the asymptotic bias of \( \hat{\mu}_\beta \) is given by \( \mathbb{E}(\hat{\mu}_{\beta^o}) - \mu \) where \( \mu \) is the true ATE defined in (1.3). The CBPS method ensures that \( \beta^o \) satisfies

\[
\mathbb{E}(\tilde{g}_{\beta^o}(T, X)) = \mathbb{E} \left\{ \left( \frac{T_i}{\pi_{\beta^o}(X_i)} - \frac{1 - T_i}{1 - \pi_{\beta^o}(X_i)} \right) f(X_i) \right\} = \mathbb{E} \left\{ \frac{\pi(X_i) - \pi_{\beta^o}(X_i)}{\pi_{\beta^o}(X_i)(1 - \pi_{\beta^o}(X_i))} f(X_i) \right\} = 0. \tag{2.3}
\]

Note that \( \mathbb{E}(\tilde{\mu}_{\beta^o}) \) can be written as

\[
\mathbb{E}(\tilde{\mu}_{\beta^o}) = \mathbb{E} \left\{ \frac{T_i Y_i}{\pi_{\beta^o}(X_i)} - \frac{(1 - T_i) Y_i}{1 - \pi_{\beta^o}(X_i)} \right\} = \mathbb{E} \left\{ \frac{T_i (K(X_i) + L(X_i))}{\pi_{\beta^o}(X_i)} - \frac{(1 - T_i) K(X_i)}{1 - \pi_{\beta^o}(X_i)} \right\},
\]

where the second equality follows from the strong ignorability of treatment assignment and the law of iterated expectation. Therefore, the asymptotic bias of the IPTW estimator is

\[
\mathbb{E}(\tilde{\mu}_{\beta^o}) - \mu = \mathbb{E} \left\{ \left( \frac{T_i}{\pi_{\beta^o}(X_i)} - \frac{1 - T_i}{1 - \pi_{\beta^o}(X_i)} \right) \left( K(X_i) + (1 - \pi_{\beta^o}(X_i))L(X_i) \right) \right\}.
\]

Thus, by equation (2.3), we can eliminate the asymptotic bias of \( \hat{\mu}_\beta \) under arbitrary model misspecification by choosing the covariate balancing function \( f(X_i) \) such that \( \alpha^\top f(X_i) = K(X_i) + (1 - \pi_{\beta^o}(X_i))L(X_i) \) holds for some \( \alpha \in \mathbb{R}^m \). In other words, \( \hat{\mu}_\beta \) remains consistent for \( \mu \) even if the propensity score model is misspecified. Under regularity conditions in Appendix A, this result can be proved by applying the similar argument in Theorem 3.1 of Section 3. For simplicity, we
refer the details to the proof of Theorem 3.1 in Appendix C. Finally, we note that the choice of the covariate balancing function under arbitrary model misspecification is the same as that under local misspecification, and hence extends the result in Corollary 2.1 under local model misspecification to the setting of arbitrary misspecification.

### 2.2 Efficiency Consideration

We next study how the choice of different covariate balancing functions affects the efficiency of the IPTW estimator. We first consider the case where the propensity score model is correctly specified. We further show that the efficiency result also applies to the case of local misspecification studied above.

Let $\beta^*$ be the true value of the parameter $\beta$ in the propensity score model $\pi_\beta(X_i)$. We first derive the asymptotic distribution of the CBPS-based IPTW estimator under correctly specified propensity score model. In this case, the estimator is asymptotically unbiased and follows the normal distribution regardless of the choice of covariate balancing function. The asymptotic variance of the estimator, however, depends on this choice.

**Theorem 2.2** (Asymptotic Properties under Correct Specification). Suppose that the propensity score model is correctly specified and $\hat{\beta}$ is obtained through equation (1.7). Let $\mu$ be the true treatment effect and $W^*$ be the limiting value of $\hat{W}$ in (1.7). Let

$$
\mu_\beta^*(T_i, Y_i, X_i) = \frac{T_i Y_i}{\pi_\beta^*(X_i)} - \frac{(1 - T_i) Y_i}{1 - \pi_\beta^*(X_i)}.
$$

Under Assumption A.1 in Appendix A, $\hat{\mu}_\beta$ satisfies

$$
\sqrt{n}(\hat{\mu}_\beta - \mu) \xrightarrow{d} N(0, \mathbf{H}^*\Sigma\mathbf{H}^*), \quad (2.4)
$$

where $\mathbf{H}^* = (1, \mathbf{H}_y^*)$ and

$$
\Sigma = \begin{pmatrix}
\Sigma_\mu & \Sigma_\mu^\top \\
\Sigma_{\mu\beta} & \Sigma_\beta
\end{pmatrix},
$$

with

\[
\begin{align*}
\Sigma_\mu &= \text{Var}(\mu_\beta^*(T_i, Y_i, X_i)) = \mathbb{E}\left(\frac{Y_i(1)^2}{\pi_\beta^*(X_i)} + \frac{Y_i(0)^2}{1 - \pi_\beta^*(X_i)} - \left(\mathbb{E}(Y_i(1)) - \mathbb{E}(Y_i(0))\right)^2\right), \\
\Sigma_\beta &= (\mathbf{H}_t^\top\mathbf{W}\mathbf{H}_t^* - 1)\mathbf{H}_t^\top\mathbf{W}\text{Var}(g_\beta^*(T_i, X_i))\mathbf{W}\mathbf{H}_t^* (\mathbf{H}_t^\top\mathbf{W}\mathbf{H}_t^* - 1)^{-1}, \\
\Sigma_{\mu\beta} &= -(\mathbf{H}_t^\top\mathbf{W}\mathbf{H}_t^* - 1)\mathbf{H}_t^\top\mathbf{W}\text{Cov}(\mu_\beta^*(T_i, Y_i, X_i), g_\beta^*(T_i, X_i)).
\end{align*}
\]
where $g_{\beta^*}(T_i, X_i)$ is defined in (1.6). Under the model in equation (1.2), we have
\[
H_y^* = -\mathbb{E} \left( \frac{K(X_i) + (1 - \pi_{\beta^*}(X_i))L(X_i)}{\pi_{\beta^*}(X_i)(1 - \pi_{\beta^*}(X_i))} \cdot \frac{\partial \pi_{\beta^*}(X_i)}{\partial \beta} \right),
\]
\[
H_t^* = -\mathbb{E} \left( \frac{f(X_i)}{\pi_{\beta^*}(X_i)(1 - \pi_{\beta^*}(X_i))} \left( \frac{\partial \pi_{\beta^*}(X_i)}{\partial \beta} \right)^\top \right),
\]
\[
\text{Var}(g_{\beta^*}(T_i, X_i)) = \mathbb{E} \left( \frac{f(X_i)f(X_i)^\top}{\pi_{\beta^*}(X_i)(1 - \pi_{\beta^*}(X_i))} \right),
\]
\[
\text{Cov}(\mu_{\beta^*}(T_i, Y_i, X_i), g_{\beta^*}(T_i, X_i)) = \mathbb{E} \left[ \frac{\{K(X_i) + (1 - \pi_{\beta^*}(X_i))L(X_i)\}f(X_i)}{\pi_{\beta^*}(X_i)(1 - \pi_{\beta^*}(X_i))} \right].
\]

To better understand this result, consider a special case where the dimension of the covariate balancing function is equal to the number of parameters to be estimated, i.e., $m = q$ (Imai and Ratkovic, 2014). In this case, we can solve the optimization problem in (1.7) by setting $\hat{W}$ to a diagonal matrix. Then, the asymptotic variance of $\hat{\mu}_{\beta^*}$ is equal to,
\[
\text{Var}(\hat{\mu}_{\beta^*}) \approx \text{Var}(\hat{\mu}_{\beta^*}) + H_y^* H_t^{-1} \text{Var}(\hat{g}_{\beta^*}(T, X)) H_t^{-1} H_y^* - 2H_y^* H_t^{-1} \text{Cov}(\hat{\mu}_{\beta^*}, \hat{g}_{\beta^*}(T, X)).
\] (2.5)

The expression (2.5) contains three parts. The first term $\text{Var}(\hat{\mu}_{\beta^*})$ is the variance of the estimator under the true value $\beta^*$. The second term is the variance of the balancing equation $\hat{g}_{\beta^*}(T, X)$ under $\beta^*$ scaled by the quadratic term $H_y^* H_t^{-1}$. The third term is the covariance between the $\hat{\mu}_{\beta^*}$ and $\hat{g}_{\beta^*}(T, X)$ scaled by $H_y^* H_t^{-1}$.

Based on the asymptotic variance in equation (2.5), the next corollary shows that the optimal choice of covariate balancing function derived before also results in an IPTW estimator that is semiparametrically efficient.

**Corollary 2.2 (Optimal Choice of Covariate Balancing Function under Correct Specification).** Choose any covariate balancing function $f(X)$ such that $\alpha^\top f(X) = K(X) + (1 - \pi_{\beta^*}(X))L(X)$ holds, for some constant $\alpha \in \mathbb{R}^m$. In addition, assume that the number of parameters is equal to the dimension of covariate balancing function $f(X)$, i.e., $m = q$. Then, under the conditions in Theorem 2.2, the IPTW estimator $\hat{\mu}_{\beta^*}$ given in equation (1.5) attains the semiparametric asymptotic variance bound in Theorem 1 of Hahn (1998), i.e.,
\[
V_{\text{opt}} = \mathbb{E} \left[ \frac{\text{Var}(Y_i(1) \mid X_i)}{\pi(X_i)} + \frac{\text{Var}(Y_i(0) \mid X_i)}{1 - \pi(X_i)} + \{L(X_i) - \mu\}^2 \right].
\] (2.6)

We note that there may exist many choices for $f(X)$, which satisfy $\alpha^\top f(X) = K(X) + (1 - \pi_{\beta^*}(X))L(X)$ for some $\alpha \in \mathbb{R}^m$. This corollary implies that, provided $f(X)$ satisfies the above condition, the asymptotic variance of our IPTW estimator does not depend on the particular choice of $f(X)$ and is the smallest among the class of regular estimators.

Finally, we comment that this efficiency result under correctly specified model also carries over to the locally misspecified case examined earlier. In Appendix B.5, we show that under the
locally misspecified propensity score model in (2.1), the IPTW estimator \( \hat{\mu}_{\hat{\beta}} \) satisfies \( \sqrt{n}(\hat{\mu}_{\hat{\beta}} - \mu) \xrightarrow{d} N(B, \, \mathbf{H^T}\Sigma\mathbf{H}) \), where \( B \) is the first order bias given in equation (2.2) of Theorem 2.1. Thus, together with Corollary 2.1, the aforementioned choice of covariate balancing function, i.e., \( \alpha^\top f(X_i) = K(X_i) + (1 - \pi_{\beta^o}(X_i))L(X_i) \), yields an asymptotically unbiased and efficient estimator of the ATE under local misspecification.

In summary, the theoretical analysis presented in this section has shown that the optimal covariate balancing function \( f(X_i) \) for the CBPS methodology needs to satisfy \( \alpha^\top f(X_i) = K(X_i) + (1 - \pi_{\beta^o}(X_i))L(X_i) \), which leads to an asymptotically unbiased and efficient estimator of the ATE under various scenarios. Recall that \( K(X_i) \) is the conditional mean of the potential outcome under the control group and \( L(X_i) \) is the conditional average treatment effect. Both \( K(\cdot) \) and \( L(\cdot) \) can be estimated by imposing additional parametric assumptions. However, the optimal choice of \( f(X_i) \) also requires the knowledge of the propensity score model \( \pi_{\beta^o}(X_i) \), where the limiting value \( \beta^o \) of \( \hat{\beta} \) depends on the choice of \( f(X_i) \) itself. Thus, to construct the optimal covariate balancing function \( f(X_i) \), one needs some prior knowledge of \( f(X_i) \) to estimate the propensity score model in (1.6). This “chicken-and-egg” relationship between the optimal covariate balancing function \( f(X_i) \) and propensity score model \( \pi_{\beta^o}(X_i) \) makes the implementation of the existing CBPS method with the optimal \( f(X_i) \) difficult in practice. To address this issue, in the following section we propose a new IPTW estimator by generalizing the CBPS method, such that the optimal covariate balancing function does not depend on the knowledge of the propensity score model \( \pi_{\beta^o}(X_i) \).

3 The Improved CBPS Methodology

Recall that the optimal covariate balancing function \( f(X_i) \) for the CBPS methodology needs to satisfy \( \alpha^\top f(X_i) = K(X_i) + (1 - \pi_{\beta^o}(X_i))L(X_i) \). Notice that the asymptotic bias of the IPTW estimator with the optimal covariate balancing function \( f(X_i) \) can be decomposed into two terms in the following manner,

\[
E(\hat{\mu}_{\beta^o}) - \mu = E \left[ \frac{T_i}{\pi_{\beta^o}(X_i)} - \frac{1 - T_i}{1 - \pi_{\beta^o}(X_i)} \right] \left\{ K(X_i) + (1 - \pi_{\beta^o}(X_i))L(X_i) \right\}
\]

\[
= E \left[ \frac{T_i}{\pi_{\beta^o}(X_i)} - \frac{1 - T_i}{1 - \pi_{\beta^o}(X_i)} \right] K(X_i) + \left( \frac{T_i}{\pi_{\beta^o}(X_i)} - 1 \right) L(X_i). \tag{3.1}
\]

Our main idea is to minimize the magnitudes of both terms to eliminate the bias of the IPTW estimator. Motivated by this observation, we propose to balance the first term and second term separately. This leads to the following set of estimating functions:

\[
g_{\beta}(T, X) = \begin{pmatrix} g_{1\beta}(T, X) \\ g_{2\beta}(T, X) \end{pmatrix}, \tag{3.2}
\]

where \( g_{1\beta}(T, X) = n^{-1} \sum_{i=1}^{n} g_{1\beta}(T_i, X_i) \) and \( g_{2\beta}(T, X) = n^{-1} \sum_{i=1}^{n} g_{2\beta}(T_i, X_i) \) with

\[
g_{1\beta}(T_i, X_i) = \left( \frac{T_i}{\pi_{\beta}(X_i)} - \frac{1 - T_i}{1 - \pi_{\beta}(X_i)} \right) h_1(X_i),
\]

\[
g_{2\beta}(T_i, X_i) = \left( \frac{T_i}{\pi_{\beta}(X_i)} - 1 \right) h_2(X_i),
\]
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for some functions \( h_1(\cdot) : \mathbb{R}^d \to \mathbb{R}^{m_1} \) and \( h_2(\cdot) : \mathbb{R}^d \to \mathbb{R}^{m_2} \) with \( m_1 + m_2 = m \). Note that, as seen in the asymptotic bias of the IPTW estimator in (3.1), \( h_1(X_i) \) in \( \hat{g}_{1\beta}(T, X) \) aims to recover the conditional mean function of the potential outcome under the control condition, i.e., \( K(X_i) \), whereas \( h_2(X_i) \) in \( \hat{g}_{2\beta}(T, X) \) aims to recover the conditional mean function of the treatment effect, i.e., \( L(X_i) \). It is easily seen that \( \hat{g}_{1\beta}(T, X) \) is the same as the existing covariate balancing moment function in (1.6), which balances the covariates \( h_1(X_i) \) between the treatment and control groups. More importantly, unlike the existing CBPS method, we introduce a new set of functions \( \tilde{g}_{2\beta}(T, X) \) which matches the weighted covariates \( h_2(X_i) \) in the treatment group to the unweighted covariates \( h_2(X_i) \) in the control group, because \( \tilde{g}_{2\beta}(T, X) = 0 \) can be rewritten as

\[
\sum_{T_i=1} \frac{1 - \pi_{\beta}(X_i)}{\pi_{\beta}(X_i)} h_2(X_i) = \sum_{T_i=0} h_2(X_i).
\]

As seen in the derivation of (3.1), the auxiliary “covariate-imbalance” estimating function \( \tilde{g}_{2\beta}(T, X) \) is the key to remove the dependence of the optimal covariate balancing function \( f(X_i) \) on the propensity score model \( \pi_{\beta}(X_i) \). Thus, our method is an improved version of the CBPS method (iCBPS). Given the estimating functions in (3.2), we can estimate \( \beta \) by the GMM estimator \( \hat{\beta} \) in (1.7). Similarly, the ATE is estimated by the IPTW estimator \( \hat{\mu}_{\beta} \) in (1.5). The implementation of the proposed iCBPS method (e.g., the choice of \( h_1(\cdot) \) and \( h_2(\cdot) \)) will be discussed in later sections.

### 3.1 Theoretical Properties

We now derive the theoretical properties of the IPTW estimator given in (1.5) based on the proposed iCBPS method. In particular, we will show that the proposed estimator is doubly robust and semiparametrically efficient. The following set of assumptions are imposed for the establishment of double robustness.

**Assumption 3.1.** The following regularity conditions are assumed.

1. There exists a positive definite matrix \( W^* \) such that \( \hat{W} \xrightarrow{p} W^* \).
2. The minimizer \( \beta^o = \text{argmin}_{\beta \in \Theta} E(\hat{g}_{\beta}(T, X))^\top W^* E(\hat{g}_{\beta}(T, X)) \) is unique.
3. \( \beta^o \in \text{int}(\Theta) \), where \( \Theta \) is a compact set.
4. \( \pi_{\beta}(X) \) is continuous in \( \beta \).
5. There exists a constant \( 0 < c_0 < 1/2 \) such that with probability tending to one, \( c_0 \leq \pi_{\beta}(X) \leq 1 - c_0 \), for any \( \beta \in \text{int}(\Theta) \).
6. \( E|Y(1)|^2 < \infty \) and \( E|Y(0)|^2 < \infty \).
7. \( G^* := E(\partial g(\beta^o)/\partial \beta) \) exists where \( g(\beta) = (g_{1\beta}(T, X)^\top, g_{2\beta}(T, X)^\top)^\top \) and there is a \( q \)-dimensional function \( C(X) \) and a small constant \( r > 0 \) such that \( \sup_{\beta \in \mathbb{B}_r(\beta^o)} |\partial \pi_{\beta}(X)/\partial \beta_k| \leq C_k(X) \) for \( 1 \leq k \leq q \), and \( E(|h_{1j}(X)|C_k(X)) \) \( \xrightarrow{\text{a.s.}} \) for \( 1 \leq j \leq m_1, 1 \leq k \leq q \) and \( E(|h_{2j}(X)|C_k(X)) \) \( \xrightarrow{\text{a.s.}} \) for \( 1 \leq j \leq m_2, 1 \leq k \leq q \), where \( \mathbb{B}_r(\beta^o) \) is a ball in \( \mathbb{R}_r \) with radius \( r \) and center \( \beta^o \).
Conditions 1-4 of Assumption 3.1 are the standard conditions for consistency of the GMM estimator (Newey and McFadden, 1994). Condition 5 is commonly used in the missing data and causal inference literature, which essentially says the propensity score cannot be too close to 0 and 1 (Robins et al., 1994, 1995). Conditions 6-7 are technical conditions that enable us to apply the dominated convergence theorem. Note that, sup\(\beta\in \mathbb{R}^{|\beta|}\) \(|\partial \pi_\beta(X)/\partial \beta_k| \leq C_k(X)\) in Condition 7 is a local condition in the sense that it only requires the existence of an envelop function \(C(X)\) around a small neighborhood of \(\beta^0\).

We now establish the double robustness of the proposed estimator under Assumption 3.1.

**Theorem 3.1** (Double Robustness). Under Assumption 3.1, the proposed iCBPS-based IPTW estimator \(\hat{\mu}_\beta\) is doubly robust. That is, \(\hat{\mu}_\beta \overset{p}{\to} \mu\) if at least one of the following two conditions holds:

1. The propensity score model is correctly specified, i.e., \(P(T_i = 1 \mid X_i) = \pi_{\beta^0}(X_i)\);
2. The functions \(K(\cdot)\) and \(L(\cdot)\) lie in the linear space spanned by the functions \(M_1h_1(\cdot)\) and \(M_2h_2(\cdot)\) respectively, where \(M_1 \in \mathbb{R}^{q \times m_1}\) and \(M_2 \in \mathbb{R}^{q \times m_2}\) are the partitions of \(G^\top W^* = (M_1, M_2)\). That is \(K(\cdot) \in \text{span}\{M_1h_1(\cdot)\}\) and \(L(\cdot) \in \text{span}\{M_2h_2(\cdot)\}\).

Theorem 3.1 implies that the proposed estimator is consistent if either the propensity score model or the outcome model is correctly specified. In particular, the second condition can be rewritten as \(K(X_i) = \alpha_1^\top M_1h_1(X_i)\) and \(L(X_i) = \alpha_2^\top M_2h_2(X_i)\), for some vectors \(\alpha_1, \alpha_2 \in \mathbb{R}^q\). Hence, the functions \(h_1(\cdot)\) and \(h_2(\cdot)\) play very different roles in the proposed iCBPS methodology. Specifically, \(M_1h_1(\cdot)\) serves as the basis functions for the conditional baseline effect \(K(\cdot)\) while \(M_2h_2(\cdot)\) represents the basis functions for the conditional treatment effect \(L(\cdot)\).

Next, we establish the asymptotic normality of the proposed estimator if either the propensity score model or the outcome model is correctly specified. For this result, we require an additional set of regularity conditions.

**Assumption 3.2.** The following regularity conditions are assumed.

1. \(G^\top W^* G^*\) and \(\Omega = E(g_{\beta^0}(T_i, X_i)g_{\beta^0}(T_i, X_i)^\top)\) are nonsingular.
2. The function \(C(X)\) defined in Condition 7 of Assumption 3.1 satisfies \(E(|Y(0)|C_k(X)) < \infty\) and \(E(|Y(1)|C_k(X)) < \infty\) for \(1 \leq k \leq q\).

Condition 1 of Assumption 3.2 ensures the non-singularity of the asymptotic variance matrix and Condition 2 is a mild technical condition required for the dominated convergence theorem.

**Theorem 3.2** (Asymptotic Normality). Suppose that Assumptions 3.1 and 3.2 hold.

1. If Condition 1 of Theorem 3.1 holds, then the proposed iCBPS-based IPTW estimator \(\hat{\mu}_\beta\) has the following asymptotic distribution:

\[
\sqrt{n}(\hat{\mu}_\beta - \mu) \overset{d}{\to} N\left(0, \bar{H}^\top \Sigma \bar{H}^*\right),
\]  

(3.3)
2. If Condition 2 of Theorem 3.1 holds, then the proposed iCBPS-based IPTW estimator \( \hat{\mu}_\beta \) has the following asymptotic distribution:

\[
\sqrt{n}(\hat{\mu}_\beta - \mu) \xrightarrow{d} N\left(0, \quad \bar{H}^* \Sigma \bar{H}^* \right),
\]

where \( \bar{H}^* = (1, H^*)^T, \Sigma_\beta = (G^* W^* G^*)^{-1} G^* W^* \Omega W^* G^* (G^* W^* G^*)^{-1} \) and

\[
\bar{H}^* = -E \left( \frac{K(X_i) + (1 - \pi_{\beta^*}(X_i))L(X_i)}{\pi_{\beta^*}(X_i)(1 - \pi_{\beta^*}(X_i))} \cdot \frac{\partial \pi_{\beta^*}(X_i)}{\partial \beta} \right),
\]

\[
\Sigma = \left( \begin{array}{c} \Sigma_\mu \\ \Sigma_{\mu\beta} \end{array} \right), \quad \text{with } \Sigma_\mu = E \left( \frac{Y_i^2(1)}{\pi_{\beta^*}(X_i)} + \frac{Y_i^2(0)}{1 - \pi_{\beta^*}(X_i)} \right) - \mu^2. \tag{3.4}
\]

In addition, \( \Sigma_{\mu\beta} \) is given by

\[
\Sigma_{\mu\beta} = -(G^* W^* G^*)^{-1} G^* W^* E \left( \frac{K(X_i) + (1 - \pi_{\beta^*}(X_i))L(X_i)}{(1 - \pi_{\beta^*}(X_i))\pi_{\beta^*}(X_i)} h(X_i) \right),
\]

where \( h(X_i) = (h_1^T(X_i), h_2^T(X_i))^T \).

2. If Condition 2 of Theorem 3.1 holds, then the proposed iCBPS-based IPTW estimator \( \hat{\mu}_\beta \) has the following asymptotic distribution:

\[
\sqrt{n}(\hat{\mu}_\beta - \mu) \xrightarrow{d} N\left(0, \quad \bar{H}^* \Sigma \bar{H}^* \right),
\]

where \( \bar{H}^* = (1, H^*)^T, \Sigma_\beta = (G^* W^* G^*)^{-1} G^* W^* \Omega W^* G^* (G^* W^* G^*)^{-1} \),

\[
\bar{H}^* = -E \left[ \left\{ \frac{\pi(X_i)(K(X_i) + L(X_i))}{\pi_{\beta^*}(X_i)^2} \frac{(1 - \pi(X_i))K(X_i)}{(1 - \pi_{\beta^*}(X_i))^2} \right\} \right],
\]

\[
\Sigma = \left( \begin{array}{c} \Sigma_\mu \\ \Sigma_{\mu\beta} \end{array} \right), \quad \text{with } \Sigma_\mu = E \left( \frac{\pi(X_i)Y_i^2(1)}{\pi_{\beta^*}(X_i)^2} + \frac{(1 - \pi(X_i))Y_i^2(0)}{(1 - \pi_{\beta^*}(X_i))^2} \right) - \mu^2.
\]

In addition, \( \Sigma_{\mu\beta} \) is given by

\[
\Sigma_{\mu\beta} = -(G^* W^* G^*)^{-1} G^* W^* S,
\]

where \( S = (S_1^T, S_2^T)^T \) and

\[
S_1 = E \left[ \left\{ \frac{\pi(X_i)(K(X_i) + L(X_i) - \pi_{\beta^*}(X_i)\mu)}{\pi_{\beta^*}(X_i)^2} \frac{(1 - \pi(X_i))(K(X_i) + (1 - \pi_{\beta^*}(X_i))\mu)}{(1 - \pi_{\beta^*}(X_i))^2} \right\} h_1(X_i) \right],
\]

\[
S_2 = E \left[ \left\{ \frac{\pi(X_i)(K(X_i) + L(X_i))(1 - \pi_{\beta^*}(X_i) - \pi_{\beta^*}(X_i)\mu)}{\pi_{\beta^*}(X_i)^2} \frac{(1 - \pi(X_i))(K(X_i) + (1 - \pi_{\beta^*}(X_i))\mu)}{1 - \pi_{\beta^*}(X_i)} \right\} h_2(X_i) \right].
\]

3. If both Conditions 1 and 2 of Theorem 3.1 hold and \( W^* = \Omega^{-1} \), then the proposed iCBPS-based IPTW estimator \( \hat{\mu}_\beta \) has the following asymptotic distribution:

\[
\sqrt{n}(\hat{\mu}_\beta - \mu) \xrightarrow{d} N(0, V),
\]
where
\[
V = \Sigma_\mu - (\alpha_1^\top M_1, \alpha_2^\top M_2)G^*(G^*\Omega^{-1}G^*)^{-1}G^*(M_1^\top \alpha_1, M_2^\top \alpha_2)
\]
(3.6)
and \(\Sigma_\mu\) is defined in (3.4).

The asymptotic variance \(V\) in (3.6) contains two terms. The first term \(\Sigma_\mu\) represents the variance of each summand in the estimator defined in equation (1.5) with \(\hat{\beta}\) replaced by its true value \(\beta^*\). The second term can be interpreted as the effect of estimating \(\beta^*\) via covariate balancing conditions. Since this second term is nonnegative, the proposed estimator is more efficient than the standard IPTW estimator with the true propensity score model, i.e., \(V \leq \Sigma_\mu\). In particular, Henmi and Eguchi (2004) offer a theoretical analysis of such efficiency gain due to the estimation of nuisance parameters under a general estimating equation framework.

Since the choice of \(h_1(\cdot)\) and \(h_2(\cdot)\) can be arbitrary, it might be tempting to incorporate additional covariate balancing conditions into \(h_1(\cdot)\) and \(h_2(\cdot)\). However, the following corollary shows that when both the propensity score and outcome models are correctly specified, one cannot improve the efficiency of the proposed estimator by increasing the number of functions \(h_1(\cdot)\) and \(h_2(\cdot)\) or equivalently, the dimensionality of covariate balancing conditions, i.e., \(\hat{g}_1(T, X)\) and \(\hat{g}_2(T, X)\).

**Corollary 3.1.** Define \(\hat{h}_1(X) = (h_1^T(X), a_1^T(X))^\top\) and \(\hat{h}_2(X) = (h_2^T(X), a_2^T(X))^\top\), where \(a_1(\cdot)\) and \(a_2(\cdot)\) are some additional covariate balancing functions. Similarly, let \(\hat{g}_1(X)\) and \(\hat{g}_2(X)\) denote the corresponding estimating equations defined by \(\hat{h}_1(X)\) and \(\hat{h}_2(X)\). The resulting iCBPS-based IPTW estimator is denoted by \(\hat{\mu}_{\hat{\beta}}\) where \(\hat{\beta}\) is in (1.7) and its asymptotic variance is denoted by \(\hat{V}\). Under Condition 3 of Theorem 3.1, we have \(V \leq \hat{V}\), where \(V\) is defined in (3.6).

The above corollary shows a potential trade-off between robustness and efficiency when choosing \(h_1(\cdot)\) and \(h_2(\cdot)\). Recall that if \(\text{rank}(M_1) = m_1\) and \(\text{rank}(M_2) = m_2\), Condition 2 of Theorem 3.1 can be written as \(K(\cdot) \in \text{span}\{h_1(\cdot)\}\) and \(L(\cdot) \in \text{span}\{h_2(\cdot)\}\). Therefore, we can make the proposed estimator more robust by incorporating more basis functions into \(h_1(\cdot)\) and \(h_2(\cdot)\), such that this condition is more likely to hold. However, Corollary 3.1 shows that doing so may inflate the variance of the proposed estimator.

In the following, we focus on the efficiency of the estimator. Using the notations in this section, we can rewrite the semiparametric asymptotic variance bound \(V_{\text{opt}}\) in (2.6) as
\[
V_{\text{opt}} = \Sigma_\mu - (\alpha_1^\top M_1, \alpha_2^\top M_2)\Omega \begin{pmatrix} M_1^\top \alpha_1 \\ M_2^\top \alpha_2 \end{pmatrix}.
\]
(3.7)
Comparing this expression with (3.6), we see that the proposed estimator is semiparametrically efficient if \(G^*\) is a square matrix (i.e., \(m = q\)) and invertible. In this special case, the dimension of \(\beta\) must be identical to that of the covariate balancing functions \(\hat{g}_\beta(T, X)\). We can accomplish this by over-parameterizing the propensity score model (e.g., including higher-order terms and interactions). This important result is summarized as the following corollary.

**Corollary 3.2.** Assume \(m = q\) and \(G^*\) is invertible. Under Assumption 3.1, the proposed estimator \(\hat{\mu}_{\hat{\beta}}\) in (1.5) is doubly robust in the sense that \(\hat{\mu}_{\hat{\beta}} \overset{p}{\to} \mu\) if either of the following conditions holds:
1. The propensity score model is correctly specified. That is $P(T_i = 1 \mid X_i) = \pi_{\beta'}(X_i)$.

2. The functions $K(\cdot)$ and $L(\cdot)$ lie in the linear space spanned by the functions $h_1(\cdot)$ and $h_2(\cdot)$ respectively. That is $K(\cdot) \in \text{span}\{h_1(\cdot)\}$ and $L(\cdot) \in \text{span}\{h_2(\cdot)\}$.

In addition, under Assumption 3.2, if both conditions hold, then the proposed estimator is semi-parametrically efficient with the asymptotic variance given in (3.7).

This corollary shows that the proposed estimator has two advantages over the existing CBPS estimator in Imai and Ratkovic (2014) with balancing first (and second) moment of $X_i$ and/or the score function of the propensity score model. First, the proposed estimator $\hat{\mu}_\beta$ is doubly robust to model misspecification, whereas the existing CBPS estimator does not have this property. Second, the estimator can be more efficient than the existing CBPS estimator.

The result in Corollary 3.2 implies that the asymptotic variance of $\hat{\mu}_\beta$ is identical to the semi-parametric variance bound $V_{\text{opt}}$, even if we incorporate additional covariate balancing functions into $h_1(\cdot)$ and $h_2(\cdot)$. Namely, under the conditions in Corollary 3.2, we have $V = \hat{V} = V_{\text{opt}}$ in the context of Corollary 3.1. Thus, in this setting, we can improve the robustness of the estimator without sacrificing the efficiency by increasing the number of functions $h_1(\cdot)$ and $h_2(\cdot)$. Meanwhile, this also makes the propensity score model more flexible, since we need to increase the number of parameters $\beta$ to ensure $m = q$ as required in Corollary 3.2. This observation further motivates us to consider a nonparametric/semiparametric approach to improve the iCBPS method, which will be shown in Section 4.

**Remark 3.1.** Robins et al. (1994) propose the following estimator of the ATE with the double robustness and semiparametric efficiency properties

$$
\hat{\mu}_{\beta,\alpha,\gamma} = \frac{1}{n} \sum_{i=1}^{n} \left\{ \frac{T_i Y_i}{\pi_{\beta}(X_i)} - \frac{(1 - T_i) Y_i}{1 - \pi_{\beta}(X_i)} - (T_i - \pi_{\beta}(X_i)) \left( \frac{K(X_i, \alpha) + L(X_i, \gamma)}{\pi_{\beta}(X_i)} + \frac{K(X_i, \alpha)}{1 - \pi_{\beta}(X_i)} \right) \right\},
$$

where $K(X_i, \alpha)$ and $L(X_i, \gamma)$ are some parametric models with finite dimensional parameters $\alpha$ and $\gamma$. Unlike the projection approach behind this classical doubly robust estimator $\hat{\mu}_{\beta,\alpha,\gamma}$ (Tsiatis, 2007), the proposed iCBPS-based IPTW estimator $\hat{\mu}_\beta$ is constructed by a new covariate balancing method. From a practical perspective, one needs to plug consistent estimators of $(\alpha, \gamma)$ and $\beta$ (e.g., usually MLE) into $\hat{\mu}_{\beta,\alpha,\gamma}$ to estimate the treatment effect. In contrast, the proposed method is easier to implement, which avoids the estimation of the parameters in the conditional mean models $K(X_i, \alpha)$ and $L(X_i, \gamma)$.

**Remark 3.2 (Implementation of iCBPS).** Based on Corollary 3.2, $h_1(\cdot)$ serves as the basis functions for the baseline conditional mean function $K(\cdot)$, while $h_2(\cdot)$ represents the basis functions for the conditional average treatment effect function $L(\cdot)$. Thus, in practice, researchers can choose a set of basis functions for the baseline conditional mean function and the conditional average treatment effect function when determining the specification for $h_1(\cdot)$ and $h_2(\cdot)$. Once these functions are selected, they can over-parameterize the propensity score model such that $m = q$ holds. The resulting iCBPS-based IPTW estimator may reduce bias under model misspecification and attain high efficiency.
where $\varepsilon$ is based on 1,000 Monte Carlo simulations.

We consider the following linear model for the potential outcomes,

$$
Y_i(1) = 200 + 27.4X_{i1} + 13.7X_{i2} + 13.7X_{i3} + 13.7X_{i4} + \varepsilon_i,
$$

$$
Y_i(0) = 200 + 13.7X_{i2} + 13.7X_{i3} + 13.7X_{i4} + \varepsilon_i.
$$

where $\varepsilon_i \sim N(0,1)$, independent of $X_i$, and consider the following true propensity score model

$$
P(T_i = 1 \mid X_i = x_i) = \frac{\exp(-\beta_1x_{i1} + 0.5x_{i2} - 0.25x_{i3} - 0.1x_{i4})}{1 + \exp(-\beta_1x_{i1} + 0.5x_{i2} - 0.25x_{i3} - 0.1x_{i4})},
$$

where $\beta_1$ varies from 0 to 1. When implementing the proposed methodology, we set $h_1(x_i) = (1, x_{i2}, x_{i3}, x_{i4})$ and $h_2(x_i) = x_{i1}$ so that the number of equations is equal to the number of parameters to be estimated. Each covariate is generated independently from $N(3, 2)$. Each set of results is based on 1,000 Monte Carlo simulations.

We examine the performance of the IPTW estimator when the propensity score model is fitted using the maximum likelihood (GLM), the standard CBPS with balancing the first moment (CBPS), and the proposed improvement of CBPS (iCBPS) as well as the case where the true propensity score (True), i.e., $\beta = \beta^*$, is used for the IPTW estimator. In the first set of simulations, we use correctly specified propensity score model. Table 3.1 shows the standard deviation, bias, root mean square error (RMSE) of these estimators when the sample size is $n = 300$ and $n = 1000$. We find that CBPS and iCBPS substantially outperform both True and GLM in terms of efficiency. In addition, iCBPS is more efficient than CBPS in all cases though both have similar biases in most cases. These findings are consistent with Corollary 3.2.

### Table 3.1: Correct Outcome Model with Correct Propensity Score Model.

<table>
<thead>
<tr>
<th></th>
<th>$n = 300$</th>
<th></th>
<th>$n = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td></td>
<td>$\beta_1$</td>
</tr>
<tr>
<td>Bias</td>
<td>0</td>
<td>0.33</td>
<td>0.67</td>
</tr>
<tr>
<td>True</td>
<td>0.19</td>
<td>2.48</td>
<td>-6.14</td>
</tr>
<tr>
<td>GLM</td>
<td>0.77</td>
<td>1.13</td>
<td>-4.80</td>
</tr>
<tr>
<td>CBPS</td>
<td>0.70</td>
<td>0.59</td>
<td>-1.17</td>
</tr>
<tr>
<td>iCBPS</td>
<td>0.61</td>
<td>0.63</td>
<td>-0.86</td>
</tr>
<tr>
<td>Std Dev</td>
<td>27.17</td>
<td>39.61</td>
<td>84.09</td>
</tr>
<tr>
<td>Dev</td>
<td>3.36</td>
<td>3.66</td>
<td>4.54</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.20</td>
<td>3.26</td>
<td>3.38</td>
</tr>
</tbody>
</table>

### 3.2 Simulation Studies

In this section, we conduct a set of simulation studies to examine the performance of the proposed methodology. We consider the following linear model for the potential outcomes,

where $\varepsilon_i \sim N(0,1)$, independent of $X_i$, and consider the following true propensity score model

$$
P(T_i = 1 \mid X_i = x_i) = \frac{\exp(-\beta_1x_{i1} + 0.5x_{i2} - 0.25x_{i3} - 0.1x_{i4})}{1 + \exp(-\beta_1x_{i1} + 0.5x_{i2} - 0.25x_{i3} - 0.1x_{i4})}, \quad (3.8)
$$

where $\beta_1$ varies from 0 to 1. When implementing the proposed methodology, we set $h_1(x_i) = (1, x_{i2}, x_{i3}, x_{i4})$ and $h_2(x_i) = x_{i1}$ so that the number of equations is equal to the number of parameters to be estimated. Each covariate is generated independently from $N(3, 2)$. Each set of results is based on 1,000 Monte Carlo simulations.

We examine the performance of the IPTW estimator when the propensity score model is fitted using the maximum likelihood (GLM), the standard CBPS with balancing the first moment (CBPS), and the proposed improvement of CBPS (iCBPS) as well as the case where the true propensity score (True), i.e., $\beta = \beta^*$, is used for the IPTW estimator. In the first set of simulations, we use correctly specified propensity score model. Table 3.1 shows the standard deviation, bias, root mean square error (RMSE) of these estimators when the sample size is $n = 300$ and $n = 1000$. We find that CBPS and iCBPS substantially outperform both True and GLM in terms of efficiency. In addition, iCBPS is more efficient than CBPS in all cases though both have similar biases in most cases. These findings are consistent with Corollary 3.2.
other estimators in both bias and efficiency. iCBPS score models are misspecified. Table 3.4 shows the results. We find that the least bias.

Table 3.3 shows the results when the outcome model is misspecified but the propensity score model whereas the propensity score model is the same as the one in (3.8) with potential outcomes from the following quadratic model

\[ \beta \]

We further evaluate our method by considering different cases of misspecification for the outcome and propensity score models. We begin with the case where the outcome model is linear like but the propensity score is misspecified. While we use the model given in equation (3.8) and propensity score models. We begin with the case where the outcome model is linear like

\[ \beta \]

and \( \beta \) again varies from 0 to 1. In other words, the model misspecification is introduced using nonlinear transformations. Table 3.2 shows the results for this case. As expected from the double robustness property shown in Theorem 3.1, we find that the bias for iCBPS becomes significantly smaller than CBPS and GLM. iCBPS also dominates the other estimators in terms of efficiency.

We next examine the cases where the outcome model is misspecified. We do this by generating potential outcomes from the following quadratic model

\[ \beta \]

whereas the propensity score model is the same as the one in (3.8) with \( \beta \) varying from 0 to 0.4. Table 3.3 shows the results when the outcome model is misspecified but the propensity score model is correct. We find that the magnitude of bias is similar across all estimators though iCBPS has the least bias. CBPS and iCBPS again dominate GLM in terms of efficiency with iCBPS having the smallest standard deviation. Finally, we consider the case where both the outcome and propensity score models are misspecified. Table 3.4 shows the results. We find that iCBPS outperforms all the other estimators in both bias and efficiency.
Table 3.3: Misspecified Outcome Model with Correct Propensity Score Model.

<table>
<thead>
<tr>
<th></th>
<th>$n = 300$</th>
<th></th>
<th>$n = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.13</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bias</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>1.11</td>
<td>4.65</td>
<td>1.19</td>
</tr>
<tr>
<td>GLM</td>
<td>2.09</td>
<td>2.76</td>
<td>2.02</td>
</tr>
<tr>
<td>CBPS</td>
<td>2.18</td>
<td>2.46</td>
<td>1.27</td>
</tr>
<tr>
<td>iCBPS</td>
<td>2.07</td>
<td>2.22</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std Dev</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>38.57</td>
<td>42.90</td>
<td>47.86</td>
</tr>
<tr>
<td>GLM</td>
<td>14.36</td>
<td>17.72</td>
<td>23.99</td>
</tr>
<tr>
<td>CBPS</td>
<td>12.12</td>
<td>13.68</td>
<td>15.11</td>
</tr>
<tr>
<td>iCBPS</td>
<td>11.81</td>
<td>12.64</td>
<td>13.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>38.58</td>
<td>43.15</td>
<td>47.88</td>
</tr>
<tr>
<td>GLM</td>
<td>14.51</td>
<td>17.94</td>
<td>24.08</td>
</tr>
<tr>
<td>CBPS</td>
<td>12.32</td>
<td>13.90</td>
<td>15.16</td>
</tr>
</tbody>
</table>

Table 3.4: Misspecified Outcome with Misspecified Propensity Score Models.

<table>
<thead>
<tr>
<th></th>
<th>$n = 300$</th>
<th></th>
<th>$n = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.13</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bias</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>1.23</td>
<td>1.63</td>
<td>1.19</td>
</tr>
<tr>
<td>GLM</td>
<td>3.73</td>
<td>1.54</td>
<td>−1.58</td>
</tr>
<tr>
<td>CBPS</td>
<td>8.32</td>
<td>6.35</td>
<td>4.23</td>
</tr>
<tr>
<td>iCBPS</td>
<td>4.11</td>
<td>2.28</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std Dev</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>60.98</td>
<td>57.09</td>
<td>52.36</td>
</tr>
<tr>
<td>GLM</td>
<td>23.20</td>
<td>19.45</td>
<td>19.53</td>
</tr>
<tr>
<td>iCBPS</td>
<td>14.05</td>
<td>12.27</td>
<td>11.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>60.99</td>
<td>57.11</td>
<td>52.37</td>
</tr>
<tr>
<td>GLM</td>
<td>23.50</td>
<td>19.51</td>
<td>19.59</td>
</tr>
<tr>
<td>CBPS</td>
<td>20.10</td>
<td>17.83</td>
<td>15.35</td>
</tr>
<tr>
<td>iCBPS</td>
<td>14.64</td>
<td>12.48</td>
<td>12.01</td>
</tr>
</tbody>
</table>

4 Nonparametric/Semiparametric iCBPS Method

As seen in Corollary 3.2, the proposed estimator is efficient if both the propensity score $P(T_i = 1 \mid X_i)$ and the conditional mean functions $K(\cdot)$ and $L(\cdot)$ are correctly specified. To avoid model misspecification, we can choose a large number of basis functions $h_1(\cdot)$ and $h_2(\cdot)$, such that the conditional mean functions $K(\cdot)$ and $L(\cdot)$ can be well approximated by the linear spans of $h_1(\cdot)$ and
\[ \textbf{h}_2(\cdot), \] respectively. Therefore, the correct specification of \( K(\cdot) \) and \( L(\cdot) \) can be attained. However, the parametric assumption on the propensity score model \( \mathbb{P}(T_i = 1 \mid X_i) = \pi_\beta(X_i) \) imposed in Corollary 3.2 can be restrictive and prone to be violated. Once the propensity score model is misspecified, the proposed iCBPS-based IPTW estimator \( \hat{\mu}_\beta \) is inefficient and even inconsistent. To relax the strong parametric assumptions imposed in the previous sections, in what follows, we propose a flexible nonparametric/semiparametric approach for modeling the propensity score and the conditional mean functions. The main advantage of this nonparametric approach is that, the resulting iCBPS-based IPTW estimator is semiparametrically efficient under a much broader class of propensity score models and the conditional mean models than those in Corollary 3.2.

More specifically, we assume \( \mathbb{P}(T_i = 1 \mid X_i) = J(m^*(X_i)) \), where \( J(\cdot) \) is a known monotonic link function (e.g., \( J(\cdot) = \exp(\cdot)/(1+\exp(\cdot)) \)), and \( m^*(\cdot) \) is an unknown smooth function. One practical way to estimate \( m^*(\cdot) \) is to approximate it by the linear combination of \( K \) basis functions, where \( K \) is allowed to grow with \( n \). This approach is known as the sieve estimation (Andrews, 1991; Newey, 1997). In detail, let \( B(x) = \{b_1(x), \ldots, b_K(x)\} \) denote a collection of \( K \) basis functions, whose mathematical requirement is given in Assumption 4.1. Intuitively, we would like to approximate \( m^*(x) \) by \( \beta^* \top B(x) \), for some coefficient \( \beta^* \in \mathbb{R}^K \).

To estimate \( \beta^* \), similar to the parametric case, we define \( \tilde{g}_\beta(T, X) = n^{-1} \sum_{i=1}^n g_\beta(T_i, X_i) \), where \( g_\beta(T_i, X_i) = (g_{1\beta}(T_i, X_i), g_{2\beta}(T_i, X_i)) \top \) with

\[
\begin{align*}
g_{1\beta}(T_i, X_i) & = \left( \frac{T_i}{J(\beta \top B(X_i))} - 1 \right) h_1(X_i), \\
g_{2\beta}(T_i, X_i) & = \left( \frac{T_i}{J(\beta \top B(X_i))} - 1 \right) h_2(X_i).
\end{align*}
\]

Recall that \( h_1(X) \in \mathbb{R}^{m_1} \) and \( h_2(X) \in \mathbb{R}^{m_2} \) are interpreted as the basis functions for \( K(X) \) and \( L(X) \). Let \( m_1 + m_2 = m \) and \( h(X) = (h_1(X) \top, h_2(X) \top) \top \). Here, we assume \( m = K \), so that the number of equations in \( g_\beta(T, X) \) is identical to the dimension of the parameter \( \beta \). Then define \( \hat{\beta} = \arg\min_{\beta \in \Theta} \|g_\beta(T, X)\|_2^2 \), where \( \Theta \) is the parameter space for \( \beta \) and \( \|v\|_2 \) represents the \( L_2 \) norm of the vector \( v \). The resulting IPTW estimator is

\[
\tilde{\mu}_\beta = \frac{1}{n} \sum_{i=1}^n \left( \frac{T_i Y_i}{J(\beta \top B(X_i))} - \frac{(1 - T_i) Y_i}{1 - J(\beta \top B(X_i))} \right).
\]

The following assumptions are imposed to establish the large sample properties of \( \tilde{\mu}_\beta \).

**Assumption 4.1.** The following regularity conditions are assumed.

1. The minimizer \( \beta^o = \arg\min_{\beta \in \Theta} \|\mathbb{E}(g_\beta(T, X))\|_2^2 \) is unique.

2. \( \beta^o \in \text{int}(\Theta) \), where \( \Theta \) is a compact set.

3. There exist constants \( 0 < c_0 < 1/2, c_1 > 0 \) and \( c_2 > 0 \) such that \( c_0 \leq J(v) \leq 1 - c_0 \) and \( 0 < c_1 \leq \partial J(v)/\partial v \leq c_2 \), for any \( v = \beta \top B(x) \) with \( \beta \in \text{int}(\Theta) \). There exists a small neighborhood of \( v^* = \beta^o \top B(x) \), say \( \mathcal{B} \) such that for any \( v \in \mathcal{B} \) it holds that \( |\partial^2 J(v)/\partial v^2| \leq c_3 \) for some constant \( c_3 > 0 \).
4. \(E|Y(1)|^2 < \infty\) and \(E|Y(0)|^2 < \infty\).

5. Let \(G^* := E[B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))]\), where \(\Delta_i(m(X_i)) = \text{diag}(\xi_i(m(X_i)))1_{m_1}, \phi_i(m(X_i))1_{m_2}\) is a \(K \times K\) diagonal matrix with

\[
\xi_i(m(X_i)) = -\left(\frac{T_i}{J^2(m(X_i))} + \frac{1 - T_i}{(1 - J(m(X_i)))^2}\right) \frac{\partial J(m(X_i))}{\partial m},
\]

\[
\phi_i(m(X_i)) = -\frac{T_i}{J^2(m(X_i))} \frac{\partial J(m(X_i))}{\partial m}.
\]

Here, \(1_{m_1}\) is a vector of 1’s with length \(m_1\). Assume that there exists a constant \(C_1 > 0\), such that \(\lambda_{\text{min}}(G^*^\top G^*) \geq C_1\), where \(\lambda_{\text{min}}(\cdot)\) denotes the smallest eigenvalue of a matrix.

6. For some constant \(C\), it holds \(\|E[h(X_i)h(X_i)^\top]\|_2 \leq C\) and \(\|E[B(X_i)B(X_i)^\top]\|_2 \leq C\), where \(\|A\|_2\) denotes the spectral norm of the matrix \(A\). In addition, \(\sup_{x \in X} \|h(x)\|_2 \leq CK^{1/2}\), and \(\sup_{x \in X} \|B(x)\|_2 \leq CK^{1/2}\).

7. Let \(m^*(\cdot) \in \mathcal{M}\) and \(K(\cdot), L(\cdot) \in \mathcal{H}\), where \(\mathcal{M}\) and \(\mathcal{H}\) are two sets of smooth functions. Assume that \(\log N_{\mathcal{M}}(\epsilon, \mathcal{M}, L_2(P)) \leq C(1/\epsilon)^{1/k_1}\) and \(\log N_{\mathcal{H}}(\epsilon, \mathcal{H}, L_2(P)) \leq C(1/\epsilon)^{1/k_2}\), where \(C\) is a positive constant and \(k_1, k_2 > 1/2\). Here, \(N_{\mathcal{M}}(\epsilon, \mathcal{M}, L_2(P))\) denotes the minimum number of \(\epsilon\)-brackets needed to cover \(\mathcal{M}\); see Definition 2.1.6 of \(v\)an\(d\)er\( V\)aart and Wellner (1996).

Note that the first five conditions are similar to Assumptions 3.1 and 3.2. In particular, condition 5 is the natural extension of condition 1 in Assumption 3.2, when the dimension of the matrix \(G^*\) grows with the sample size \(n\). Condition 6 is a mild technical condition on the basis functions \(h(x)\) and \(B(x)\), which is implied by Assumption 2 of Newey (1997). In particular, this condition is satisfied by many bases such as the regression spline, trigonometric polynomial, wavelet bases; see Newey (1997); Horowitz et al. (2004); Chen (2007); Belloni et al. (2015). Finally, condition 7 is a technical condition on the complexity of the function classes \(\mathcal{M}\) and \(\mathcal{H}\). Specifically, it requires that the bracketing number \(N_{\mathcal{M}}(\epsilon, \mathcal{M}, L_2(P))\) of \(\mathcal{M}\) and \(\mathcal{H}\) cannot increase too fast as \(\epsilon\) approaches to 0. This condition holds for many commonly used function classes. For instance, if \(\mathcal{M}\) corresponds to the Hölder class with smoothness parameter \(s\) defined on a bounded convex subset of \(\mathbb{R}^d\), then \(\log N_{\mathcal{M}}(\epsilon, \mathcal{M}, L_2(P)) \leq C(1/\epsilon)^{d/s}\) by Corollary 2.6.2 of \(v\)an\(d\)er\( V\)aart and Wellner (1996). Hence, this condition simply requires \(s/d > 1/2\). Given Assumption 4.1, the following theorem establishes the asymptotic normality and semiparametric efficiency of the estimator \(\tilde{\mu}_{\tilde{\beta}}\).

**Theorem 4.1.** Assume that Assumption 4.1 holds, and there exist \(r_h, r_h > 1/2\), \(\beta^* = (\alpha_1^*\top, \alpha_2^*\top)\in \mathbb{R}^K\), such that the propensity score model satisfies

\[
\sup_{x \in \mathcal{X}} |m^*(x) - \beta^*\top B(x)| = O(K^{-r_h}), \tag{4.1}
\]

and the outcome models \(K(\cdot)\) and \(L(\cdot)\) satisfy

\[
\sup_{x \in \mathcal{X}} |K(x) - \alpha_1^*\top h_1(x)| = O(K^{-r_h}), \quad \sup_{x \in \mathcal{X}} |L(x) - \alpha_2^*\top h_2(x)| = O(K^{-r_h}). \tag{4.2}
\]
Assume $K = o(n^{1/3})$ and $n^{1/(d+s/d)} = o(K)$. Then
\[
    n^{1/2}(\tilde{\mu}_{\beta} - \mu) \xrightarrow{d} N(0, V_{opt}),
\]
where $V_{opt}$ is the asymptotic variance bound in (2.6). Thus, $\tilde{\mu}_{\beta}$ is semiparametrically efficient.

This theorem can be viewed as a nonparametric extension of Corollary 3.2. It shows that one can construct an efficient estimator of the treatment effect without imposing strong parametric assumptions on the propensity score model and the outcome model.

In the following, we comment on the technical assumptions in this theorem. We assume $m^*(x)$ and $K(x)$ (also $L(x)$) can be uniformly approximated by the basis functions $B(x)$ and $h_1(x)$ (also $h_2(x)$), respectively. It is well known that the uniform rate of convergence is related to the smoothness of the functions $m^*(x)$ and $K(x)$ (also $L(x)$) and the dimension of $X$. For instance, if the function class $\mathcal{M}$ for $m^*(x)$ and $\mathcal{H}$ for $K(x)$ (also $L(x)$) correspond to the Hölder class with smoothness parameter $s$ on the domain $X = [0,1]^d$, then the uniform convergence holds for the spline basis and wavelet basis with $r_b = r_h = s/d$; see Newey (1997); Chen (2007) for details. Thus, Theorem 4.1 is directly applicable to this setting in which no additional structure assumptions are imposed on $m^*(x)$ and $K(x)$ (also $L(x)$). Compared to the nonparametric result in Hirano et al. (2003) which requires $s/d > 7$ and Chan et al. (2015) which requires $s/d > 13$, our theorem needs a much weaker condition, i.e., $s/d > 3/4$. To achieve this improved result, our proof exploits the matrix Bernstein’s concentration inequalities (Tropp, 2015) and a Bernstein-type concentration inequality for U-statistics (Arcones, 1995).

When $d$ is large, to handle the curse of dimensionality and meanwhile retain the flexibility of the model, we may assume the following additive structure $m^*(x) = \sum_{j=1}^{d} m_j^*(x_j)$; see Stone (1985); Hastie and Tibshirani (1990); Horowitz et al. (2004); Fan and Jiang (2005), among others. One major advantage of the sieve estimation approach is that it is convenient to incorporate such structural assumption and the results in Theorem 4.1 are still applicable. In this case, the uniform convergence holds with $r_b = s$, where $s$ is a common smoothness parameter of the Hölder class for all $\{m_j^*(x)\}_{j=1,\ldots,d}$. In particular, if $m^*(x)$ and $K(x)$ (also $L(x)$) all have the additive structures and each unknown component lies in the Hölder class with $s = 1$, then Theorem 4.1 holds provided $K = o(n^{1/3})$ and $n^{1/4} = o(K)$. Similar to the additive model, our method can be easily extended to the partially linear model for $m^*(x)$ and $K(x)$ (also $L(x)$), by redefining the basis functions $B(x)$ and $h(x)$. As discussed in Section 5 of Newey (1997), the large sample results (e.g., our Theorem 4.1) of the sieve estimator are directly applicable to the partially linear case. Thus, our Theorem 4.1 provides a unified semiparametric efficiency result under many nonparametric/semiparametric settings, which is more comprehensive than the existing fully nonparametric propensity score methods in Hirano et al. (2003); Chan et al. (2015).

Interestingly, we find that the asymptotic bias of the estimator $\tilde{\mu}_{\beta}$ is proportional to $K^{-(r_b+r_h)}$, which is the product of the approximation errors for $m^*(x)$ and $K(x)$ (also $L(x)$). Thus, to make the bias of the estimator $\tilde{\mu}_{\beta}$ asymptotically ignorable, we may require either $r_b$ or $r_h$ sufficiently large, due to the multiplicative form of the asymptotic bias. This phenomenon can be viewed as a nonparametric version of the double robustness property, in the sense that the asymptotic
normality and semiparametric efficiency results hold if either the propensity score model or the outcome model is approximated reasonably well by basis functions. To the best of our knowledge, this property does not appear in the existing literature. In fact, in this theorem, it is not necessary to assume both the propensity score model and the outcome models are approximated with very high accuracy (i.e., both $r_b$ and $r_h$ are large).

5 Concluding Remarks

This paper presents a theoretical investigation of the covariate balancing propensity score methodology that others have found work well in practice (e.g., Wyss et al., 2014; Frölich et al., 2015). We derive the optimal choice of the covariate balancing function so that the resulting IPTW estimator is first order unbiased under local misspecification of the propensity score model. We then show that this choice is also optimal under arbitrary misspecification. Furthermore, it turns out that this covariate balancing function is also optimal even under correct specification, attaining the semiparametric efficiency bound.

Given these theoretical insights, we propose an improvement to the standard CBPS methodology by carefully choosing the covariate balancing estimating functions. We prove that the proposed iCBPS-based IPTW estimator is consistent if either the outcome or propensity score model is correct. In addition to this double robustness property, the proposed estimator is semiparametrically efficient. The advantage of the proposed methodology, over the standard doubly robust estimators, is that it does not require the separate estimation of an outcome model. Our simulation results confirm the theoretical results, demonstrating the advantages of the proposed iCBPS methodology.

To relax the parametric assumptions and improve the double robustness property, we further extend the iCBPS method to the nonparametric/semiparametric settings. We show that the proposed estimator can achieve the semiparametric efficiency bound without imposing parametric assumptions on the propensity score model and the outcome model. A new nonparametric version of the double robustness property is discovered. Finally, we note that our theoretical results require much weaker technical conditions and cover a broader class of semiparametric models than the existing nonparametric propensity score methods.
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A Preliminaries

To simplify the notation, we use $\pi^*_i = \pi_{\beta^*}(X_i)$ and $\pi^o_i = \pi_{\beta^o}(X_i)$. For any vector $C \in \mathbb{R}^K$, we denote $|C| = (|C_1|, ..., |C_K|)^T$ and write $C \leq B$ for $C_k \leq B_k$ for any $1 \leq k \leq K$.

Assumption A.1. (Regularity Conditions for CBPS in Section 2)

1. There exists a positive definite matrix $W^*$ such that $\hat{W} \xrightarrow{p} W^*$.
2. The minimizer $\beta^o = \text{argmin}_\beta \mathbb{E}(\hat{g}_\beta(T, X))^T W^* \mathbb{E}(\hat{g}_\beta(T, X))$ is unique.
3. $\pi(\Theta)$, where $\Theta$ is a compact set.
4. $\pi(\Theta)$ is continuous in $\beta$.
5. There exists a constant $0 < c_0 < 1/2$ such that with probability tending to one, $c_0 \leq \pi(\Theta) \leq 1 - c_0$, for any $\beta \in \text{int}(\Theta)$.
6. $\mathbb{E}|f_j(X)| < \infty$ for $1 \leq j \leq m$ and $\mathbb{E}|Y(1)|^2 < \infty$, $\mathbb{E}|Y(0)|^2 < \infty$.
7. $G^* := \mathbb{E}(\partial g(\beta^o)/\partial \beta)$ exists and there is a $q$-dimensional function $C(X)$ and a small constant $r > 0$ such that $\sup_{\beta \in B_+(\beta^o)} |\partial \pi(\Theta)/\partial \beta| \leq C(X)$ and $\mathbb{E}(|f_j(X)|C(X)) < \infty$ for $1 \leq j \leq m$, where $B_+(\beta^o)$ is a ball in $\mathbb{R}^q$ with radius $r$ and center $\beta^o$. In addition, $\mathbb{E}(|Y|C(X)) < \infty$.
8. $G^*^T W^* G^*$ and $\mathbb{E}(g_{\beta^o}(T_i, X_i)g_{\beta^o}(T_i, X_i)^T)$ are nonsingular.
9. In the locally misspecified model (2.1), assume $|u(X; \beta^o)| \leq 1$ almost surely.

Lemma A.1 (Lemma 2.4 in Newey and McFadden (1994)). Assume that the data $Z_i$ are i.i.d., $\Theta$ is compact, $a(Z, \theta)$ is continuous for $\theta \in \Theta$, and there is $D(Z)$ with $|a(Z, \theta)| \leq D(Z)$ for all $\theta \in \Theta$ and $\mathbb{E}(D(Z)) < \infty$, then $\mathbb{E}(a(Z, \theta))$ is continuous and $\sup_{\theta \in \Theta} |n^{-1} \sum_{i=1}^n a(Z_i, \theta) - \mathbb{E}(a(Z, \theta))| \xrightarrow{p} 0$.

Lemma A.2. Under Assumption A.1 (or Assumptions 3.1), we have $\hat{\beta} \xrightarrow{p} \beta^o$. Moreover, if $\mathbb{P}(T_i = 1 \mid X_i) = \pi^*_i(X_i)$, then $\hat{\beta} \xrightarrow{p} \beta^o$.

Proof of Lemma A.2. The proof of $\hat{\beta} \xrightarrow{p} \beta^o$ follows from Theorem 2.6 in Newey and McFadden (1994). Note that their conditions (i)–(iii) follow directly from Assumption 3.1 (1)–(4). We only need to verify their condition (iv), i.e., $\mathbb{E}(\sup_{\beta \in \Theta} |g_{\beta^o}(T_i, X_i)|) < \infty$ where

$$g_{\beta^o}(T_i, X_i) = \left( \frac{T_i}{\pi^*_i(X_i)} - \frac{1 - T_i}{1 - \pi^*_i(X_i)} \right) f_j(X_i),$$

By Assumption A.1 (5), we have $|g_{\beta^o}(T_i, X_i)| \leq 2|f_j(X_i)|/c_0$ and thus $\mathbb{E}(\sup_{\beta \in \Theta} |g_{\beta^o}(T_i, X_i)|) < \infty$ by Assumption A.1 (6). Moreover, if $\mathbb{P}(T_i = 1 \mid X_i) = \pi^o(X_i)$, in the following we show that $\beta^o = \beta^o$. This is because by $\mathbb{P}(T_i = 1 \mid X_i) = \pi^o(X_i)$, we have $\mathbb{E}(g_{\beta^o}(T_i, X_i)) = 0$ and $\mathbb{E}(g_{\beta^o}(T_i, X_i)^T) W^* \mathbb{E}(g_{\beta^o}(T_i, X_i)) = 0$. Since $W^*$ is positive definite, we can see that $\mathbb{E}(g_{\beta^o}(T_i, X_i)^T) W^* \mathbb{E}(g_{\beta^o}(T_i, X_i)) \geq 0$. Hence $\beta^o$ is the minimizer of $\mathbb{E}(g_{\beta}(T_i, X_i)) W^* \mathbb{E}(g_{\beta}(T_i, X_i))$.
and by the uniqueness of the minimizer we prove that $\beta^* = \beta^o$. In addition, for the proof of Theorem 3.1, we similarly verify the following conditions to prove this lemma for the iCBPS estimator, i.e., $\mathbb{E}(\sup_{\beta \in \Theta} |g_{1\beta}(T, X)|) < \infty$ and $\mathbb{E}(\sup_{\beta \in \Theta} |g_{2\beta}(T, X)|) < \infty$, where

$$g_{1\beta}(T, X) = \left( \frac{T_i}{\pi_\beta(X_i)} - \frac{1 - T_i}{1 - \pi_\beta(X_i)} \right) h_{1j}(X_i), \quad \text{and} \quad g_{2\beta}(T, X) = \left( \frac{T_i}{\pi_\beta(X_i)} - 1 \right) h_{2j}(X_i).$$

We have $|g_{1\beta}(T, X)| \leq 2|h_{1j}(X_i)|/c_0$ and thus $\mathbb{E}(\sup_{\beta \in \Theta} |g_{1\beta}(T, X)|) < \infty$. Similarly, we can prove $\mathbb{E}(\sup_{\beta \in \Theta} |g_{2\beta}(T, X)|) < \infty$. This completes the proof.

**Lemma A.3.** Under Assumption A.1 (or Assumptions 3.1 and 3.2), we have

$$n^{1/2}(\hat{\beta} - \beta^o) = -(H_t^T W^* H_t^*)^{-1} n^{1/2} H_t^T W^* \tilde{g}_{\beta^o}(T, X) + o_p(1), \quad (A.1)$$

$$n^{1/2}(\hat{\beta} - \beta^o) \xrightarrow{d} N(0, (H_t^T W^* H_t^*)^{-1} H_t^T W^* \Omega W^* (H_t^T W^* H_t^*)^{-1}), \quad (A.2)$$

where $\Omega = \text{Var}(g_{\beta^o}(T, X))$. If the propensity score model is correctly specified with $\mathbb{P}(T_i = 1 \mid X_i) = \pi_{\beta^o}(X_i)$ and $W^* = \Omega^{-1}$ holds, then $n^{1/2}(\hat{\beta} - \beta^*) \xrightarrow{d} N(0, (H_t^T \Omega^{-1} H_t^*)^{-1})$.

**Proof.** The proof of (A.1) and (A.2) follows from Theorem 3.4 in Newey and McFadden (1994). Note that their conditions (i), (ii), (iii) and (v) are directly implied by our Assumption A.1 (3), (4), (2) and Assumption A.1 (1), respectively. In addition, their condition (iv), that is, $\mathbb{E}(\sup_{\beta \in \mathbb{N}} |\partial g_{\beta^o}(T, X_i)/\partial \beta_j|) < \infty$ for some small neighborhood $\mathbb{N}$ around $\beta^o$, is also implied by our Assumption A.1. To see this, by Assumption A.1 some simple calculations show that

$$\sup_{\beta \in \mathbb{N}} \left| \frac{\partial g_{\beta}(T, X_i)}{\partial \beta_j} \right| \leq \left( \frac{T_i |f(X_i)|}{c_0^2} + \frac{(1 - T_i) |f(X_i)|}{c_0^2} \right) \sup_{\beta \in \mathbb{N}} \left| \frac{\partial \pi_\beta(X_i)}{\partial \beta_j} \right| \leq C_j(X) |f(X_i)|/c_0^2,$$

for $\mathbb{N} \in \mathbb{B}_r(\beta^o)$. Hence, $\mathbb{E}(\sup_{\beta \in \mathbb{N}} |\partial g_{\beta^o}(T, X_i)/\partial \beta_j|) < \infty$, by Assumption A.1 (7). Thus, condition (iv) in Theorem 3.4 in Newey and McFadden (1994) holds. In order to apply this lemma to the proofs in Section 3, we need to further verify this condition for $g_{\beta}(\cdot) = (g_{1\beta}(\cdot), g_{2\beta}(\cdot))^\top$, where

$$g_{1\beta}(T, X_i) = \left( \frac{T_i}{\pi_\beta(X_i)} - \frac{1 - T_i}{1 - \pi_\beta(X_i)} \right) h_{1j}(X_i), \quad \text{and} \quad g_{2\beta}(T, X_i) = \left( \frac{T_i}{\pi_\beta(X_i)} - 1 \right) h_{2j}(X_i).$$

To this end, by Assumption 3.1 some simple calculations show that when

$$\sup_{\beta \in \mathbb{N}} \left| \frac{\partial g_{1\beta}(T, X_i)}{\partial \beta_j} \right| \leq \left( \frac{T_i |h_{1j}(X_i)|}{c_0^2} + \frac{(1 - T_i) |h_{1j}(X_i)|}{c_0^2} \right) \sup_{\beta \in \mathbb{N}} \left| \frac{\partial \pi_\beta(X_i)}{\partial \beta_j} \right| \leq C_j(X) |h_{1j}(X_i)|/c_0^2,$$

for $\mathbb{N} \in \mathbb{B}_r(\beta^o)$. Hence, $\mathbb{E}(\sup_{\beta \in \mathbb{N}} |\partial g_{1\beta^o}(T, X_i)/\partial \beta_j|) < \infty$, by Assumption 3.1 (7). Following the similar arguments, we can prove that $\mathbb{E}(\sup_{\beta \in \mathbb{N}} |\partial g_{2\beta^o}(T, X_i)/\partial \beta_j|) < \infty$ holds. This completes the proof of (A.2). As shown in Lemma A.2, if $\mathbb{P}(T_i = 1 \mid X_i) = \pi_{\beta^o}(X_i)$ holds, then $\beta^o = \beta^*$. Thus, the asymptotic normality of $n^{1/2}(\hat{\beta} - \beta^*)$ follows from (A.2). The proof is complete.
B Proof of Results in Section 2

B.1 Proof of Theorem 2.1

Proof. First, we derive the bias of \( \hat{\beta} \). By the arguments in the proof of Lemma A.3, we can show that

\[
\beta = \beta^o + O_p(n^{-1/2}),
\]

where \( \beta^o \) satisfies \( \beta^o = \arg\min_{\beta} \mathbb{E}(g_\beta(T, X))^\top W^* \mathbb{E}(g_\beta(T, X)) \). Let \( u_i^* = u(X_i; \beta^*) \). By the propensity score model and the fact that \(|u(X_i; \beta^*)|\) is a bounded random variable and \( \mathbb{E}|f_j(X_i)| < \infty \), we can show that

\[
\mathbb{E}(g_{\beta^o}) = \mathbb{E}\left\{ \frac{\pi_i^*(1 + \xi u_i^*)f(X_i)}{\pi_i^o} - \frac{(1 - \pi_i^* - \xi \pi_i^* u_i^*)f(X_i)}{1 - \pi_i^o} \right\} + O(\xi^2).
\]

In addition, following the similar calculation, we have \( \mathbb{E}(\bar{g}_{\beta^*}) = O(\xi) \). Therefore,

\[
\lim_{n \to \infty} \mathbb{E}(\bar{g}_{\beta^*}(T, X))^\top W^* \mathbb{E}(\bar{g}_{\beta^*}(T, X)) = 0.
\]

Clearly, this quadratic form \( \mathbb{E}(\bar{g}_{\beta^*}(T, X))^\top W^* \mathbb{E}(\bar{g}_{\beta^*}(T, X)) \) must be nonnegative for any \( \beta \). By the uniqueness of \( \beta^o \), we have \( \beta^o - \beta^* = o(1) \). Therefore, we can expand \( \pi_i^o \) around \( \pi_i^* \), which yields

\[
\mathbb{E}(\bar{g}_{\beta^o}) = \mathbb{E}\left\{ \xi\left(\frac{u_i^*}{1 - \pi_i^*}\right)f(X_i) + H_i(\beta^o - \beta^*) \right\} + O(\xi^2 + \|\beta^o - \beta^*\|_2^2).
\]

This implies that the bias of \( \beta^o \) is

\[
\beta^o - \beta^* = -\xi(H_i^\top W^* H_i)^{-1}H_i^\top W^* \mathbb{E}\left\{ \left(\frac{u_i^*}{1 - \pi_i^*}\right)f(X_i) \right\} + O(\xi^2). \tag{B.1}
\]

Our next step is to derive the bias of \( \hat{\mu}_\beta \). Similar to the proof of Theorem 3.2, we have

\[
\hat{\mu}_\beta - \mu = \frac{1}{n} \sum_{i=1}^n D_i + H_i^\top \bar{g}_{\beta^o} + o_p(n^{-1/2}),
\]

where

\[
D_i = \frac{T_i Y_i(1)}{\pi_i^o} - \frac{(1 - T_i) Y_i(0)}{1 - \pi_i^o} - \mu,
\]

and

\[
n^{1/2}(\bar{\beta} - \beta^o) = -(H_i^\top W^* H_i)^{-1}n^{1/2}H_i^\top W^* \bar{g}_{\beta^o}(T, X) + o_p(1).
\]

By the dominated convergence theorem, the bias of \( \hat{\mu}_\beta \) can be represented by

\[
\mathbb{E}(\hat{\mu}_\beta) - \mu = \mathbb{E}(D_i) + o(n^{-1/2}).
\]

By ignorability of the treatment assignment and the definition of the true propensity score,

\[
\mathbb{E}(\hat{\mu}_\beta) - \mu = \mathbb{E}\left\{ \frac{\pi_i^*(1 + \xi u_i^*)Y_i(1)}{\pi_i^o} - \frac{(1 - \pi_i^* - \xi \pi_i^* u_i^*)Y_i(0)}{1 - \pi_i^o} \right\} - \mu + o(\xi).
\]

Similarly, we expand \( \pi_i^o \) around \( \pi_i^* \),

\[
\mathbb{E}(\hat{\mu}_\beta) - \mu = \mathbb{E}\left\{ Y_i(1) - Y_i(0) + \xi(u_i^* Y_i(1) + \frac{u_i^* \pi_i^*}{1 - \pi_i^*} Y_i(0)) + H_i^\top \bar{g}_{\beta^o}(T, X) \right\} - \mu + o(\xi), \tag{B.2}
\]
where
\[ H_y^* = -\mathbb{E}\left\{ (1 - \pi_i^*)Y_i(1) + \pi_i^*Y_i(0))f(X_i) \right\}. \]

Plugging (B.1) into above equation, the bias of \( \hat{\mu}_\beta \) is
\[
\mathbb{E}(\hat{\mu}_\beta) - \mu = \xi \left( \mathbb{E}(u_i^*Y_i(1) + \frac{u_i^*\pi_i^*}{1 - \pi_i^*}Y_i(0)) \right.
\]
\[
- H_y^*(H_f^*H_f^*)^{-1}H_f^*\mathbb{E}\left\{ \left( \frac{u_i^*}{1 - \pi_i^*} \right)f(X_i) \right\} + o(\xi)
\]
\[
= \xi \left( \mathbb{E}\left( \frac{u_i^*(K(X_i) + L(X_i)(1 - \pi_i^*))}{1 - \pi_i^*} \right) \right.
\]
\[
+ H_y^*(H_f^*H_f^*)^{-1}H_f^*\mathbb{E}\left( \frac{u_i^*f(X_i)}{1 - \pi_i^*} \right) \right) + o(\xi).
\]

This completes the proof. \( \square \)

### B.2 Proof of Corollary 2.1

Proof. When \( H_f^* \) is invertible, it is easy to show the bias term can be written as
\[
B = \left[ \mathbb{E}\left\{ \frac{u(X_i; \beta^*)K(X_i) + (1 - \pi_i^*)L(X_i)}{1 - \pi_i^*} \right\} + H_y^*(H_f^*)^{-1}\mathbb{E}\left( \frac{u(X_i; \beta^*)f(X_i)}{1 - \pi_i^*} \right) \right],
\]
when the propensity score model is locally misspecified. If we choose the balancing function \( f(X) \) such that \( \alpha^T f(X) = K(X_i) + (1 - \pi_i^*)L(X_i) \) for some \( \alpha \in \mathbb{R}^2 \), we have
\[
H_y^* = -\mathbb{E}\left( \frac{K(X_i) + (1 - \pi_i^*)L(X_i)}{\pi_i^*(1 - \pi_i^*)} \right) \frac{\partial \pi_i^*}{\partial \beta} = -\alpha^T \mathbb{E}\left( \frac{f(X_i)}{\pi_i^*(1 - \pi_i^*)} \left( \frac{\partial \pi_i^*}{\partial \beta} \right)^\top \right),
\]
\[
H_f^* = -\mathbb{E}\left( \frac{\partial g_\beta(T_i, X_i) \partial \beta}{\partial \beta} \right) = -\mathbb{E}\left( \frac{f(X_i)}{\pi_i^*(1 - \pi_i^*)} \left( \frac{\partial \pi_i^*}{\partial \beta} \right)^\top \right).
\]

So the bias becomes
\[
B = \left[ \alpha^T \mathbb{E}\left\{ \frac{u(X_i; \beta^*)f(X_i)}{1 - \pi_i^*} \right\} + \alpha^T H_f^*(H_f^*)^{-1}\mathbb{E}\left( \frac{u(X_i; \beta^*)f(X_i)}{1 - \pi_i^*} \right) \right] = 0.
\]

This proves that \( \hat{\mu}_\beta \) is first order unbiased. \( \square \)

### B.3 Proof of Theorem 2.2

Proof. The proof is similar to that of Theorem 3.2. We omit the details. \( \square \)

### B.4 Proof of Corollary 2.2

Proof. The asymptotic variance bound \( V_{\text{opt}} \) can be written as, \( V_{\text{opt}} = \Sigma - \alpha^T \Omega \alpha \), where
\[
\Omega = \mathbb{E}(g_\beta'(T_i, X_i)g_\beta'(T_i, X_i)^\top) = \mathbb{E}\left( \frac{f(X_i)f(X_i)^\top}{\pi_i^*(1 - \pi_i^*)} \right).
\]
We can write the asymptotic variance of our estimator as

\[ V = \Sigma_\mu + 2H^*_y \Sigma_{\mu\beta} + H^*_y \Sigma_\beta H^*_y, \]

where

\[ H^*_y = \mathbb{E} \left( \frac{\partial \mu^* (T, Y, X)}{\partial \beta} \right) = -\mathbb{E} \left( \frac{K(X_i) + (1 - \pi^*_i)L(X_i) \partial \pi^*_i}{\pi^*_i(1 - \pi^*_i)} \right), \]

\[ \Sigma_{\mu\beta} = -(H^*_t)^{-1} \text{Cov}(\mu^* (T, Y, X), \theta g^* (T, X)), \]

\[ H^*_t = \mathbb{E} \left( \frac{\partial \theta g^* (T, X)}{\partial \beta} \right) = -\mathbb{E} \left( \frac{f(X_i)}{\pi_i^*(1 - \pi_i^*)} \left( \frac{\partial \pi_i^*}{\partial \beta} \right)^\top \right), \]

\[ \text{Cov}(\mu^* (T, Y, X), \theta g^* (T, X)) = \mathbb{E} \left( \frac{K(X) + (1 - \pi^*_i)L(X_i) f(X_i)}{\pi^*_i(1 - \pi^*_i)} \right), \]

\[ \Sigma_\beta = (H^*_t)^{-1} \text{Var}(\theta g^* (T, X)) (H^*_t)^{-1}, \]

\[ \text{Var}(\theta g^* (T, X)) = \mathbb{E} \left( \frac{f(X_i)f(X_i)^\top}{\pi_i^*(1 - \pi_i^*)} \right). \]

If \( K(X_i) + (1 - \pi^*_i)L(X_i) \) lies in the linear space spanned by \( f(X_i) \), that is, \( K(X_i) + (1 - \pi^*_i)L(X_i) = \alpha^\top f(X_i) \), we have

\[ H^*_y = -\mathbb{E} \left( \frac{\alpha^\top f(X_i) \partial \pi_i^*}{\pi_i^*(1 - \pi_i^*)} \right) = (\alpha^\top H^*_t)^\top. \]

So

\[ H^*_y \Sigma_{\mu\beta} = -\alpha^\top H^*_t (H^*_t)^{-1} \mathbb{E} \left( \frac{\alpha^\top f(X_i) f(X_i)^\top}{\pi_i^*(1 - \pi_i^*)} \right) = -\alpha^\top \mathbb{E} \left( \frac{f(X_i)f(X_i)^\top}{\pi_i^*(1 - \pi_i^*)} \right) \alpha, \]

and

\[ H^*_y \Sigma_\beta H^*_y = \alpha^\top H^*_t (H^*_t)^{-1} \mathbb{E} \left( \frac{f(X_i)f(X_i)^\top}{\pi_i^*(1 - \pi_i^*)} \right) (H^*_t)^{-1} (\alpha^\top H^*_t)^\top = \alpha^\top \mathbb{E} \left( \frac{f(X_i)f(X_i)^\top}{\pi_i^*(1 - \pi_i^*)} \right) \alpha. \]

It is seen that \( H^*_y \Sigma_{\mu\beta} = -H^*_y \Sigma_\beta H^*_y \). Then we have

\[ V = \Sigma_\mu - \alpha^\top \Omega \alpha, \]

which corresponds to the minimum asymptotic variance \( V_{\text{opt}} \).

\[ \square \]

### B.5 Asymptotic Distribution under Local Misspecification

**Theorem B.1.** Under the locally misspecified propensity score model in (2.1) with \( \xi = n^{-1/2} \) and Assumption A.1 in Appendix A, the estimator \( \hat{\mu}_\beta \) in (1.5), where \( \hat{\beta} \) is obtained by (1.7), has the following asymptotic distribution

\[ \sqrt{n}(\hat{\mu}_\beta - \mu) \xrightarrow{d} N(B, \bar{H}^* \Sigma \bar{H}^*), \]

where \( B \) is the first order bias given in equation (2.2) of Theorem 2.1.
Proof. Recall that in the proof of Theorem 2.1 we obtain that

$$\hat{\mu}_\beta - \mu = \frac{1}{n} \sum_{i=1}^{n} D_i + H_y^T (\hat{\beta} - \beta^o) + o_p(n^{-1/2}),$$

where

$$D_i = \frac{T_i Y_i(1)}{\pi_i^o} - \frac{(1 - T_i)Y_i(0)}{1 - \pi_i^o} - \mu,$$

and

$$n^{1/2}(\hat{\beta} - \beta^o) = - (H_t^T W^* H_t^*)^{-1} n^{1/2} H_t^T W^* g_{\beta^o}(T, X) + o_p(1).$$

In addition, we have shown that $E(D_i) = Bn^{-1/2} + o(n^{-1/2})$. Thus,

$$\hat{\mu}_\beta - \mu = \frac{1}{n} \sum_{i=1}^{n} \{D_i - E(D_i)\} + H_y^T (\hat{\beta} - \beta^o) + Bn^{-1/2} + o_p(n^{-1/2}).$$

Then the asymptotic normality of $\sqrt{n}(\hat{\mu}_\beta - \mu)$ follows from the above asymptotic expansion and the central limit theorem. The detailed calculation of the asymptotic variance is similar to Theorem 2.2, which is omitted for simplicity.

\[\square\]

C  Proof of Results in Section 3

C.1  Proof of Theorem 3.1

Proof of Theorem 3.1. We first consider the case (1). That is the propensity score model is correctly specified. By Lemma A.2, we have $\hat{\beta} \xrightarrow{P} \beta^*$. Let

$$r_\beta(T, Y, X) = \frac{TY}{\pi_\beta(X)} - \frac{(1 - T)Y}{1 - \pi_\beta(X)}.$$

It is seen that $|r_\beta(T, Y, X)| \leq 2|Y|/c_0$ and by Assumption 3.1 (6), $E|Y| < \infty$. Then Lemma A.1 yields $\sup_{\beta \in \Theta} |n^{-1} \sum_{i=1}^{n} r_\beta(T_i, Y_i, X_i) - E(r_\beta(T_i, Y_i, X_i))| = o_p(1)$. In addition, by $\hat{\beta} \xrightarrow{P} \beta^*$ and the dominated convergence theorem, we obtain that

$$\hat{\mu}_\beta = E \left( \frac{T Y_i}{\pi_i^o} - \frac{(1 - T_i)Y_i}{1 - \pi_i^o} \right) + o_p(1),$$

where $\pi_i^* = \pi_{\beta^*}(X_i)$. Since $Y_i = Y_i(1)T_i + Y_i(0)(1 - T_i)$ and $Y_i(1), Y_i(0)$ are independent of $T_i$ given $X_i$, we can further simplify the above expression,

$$\hat{\mu}_\beta = E \left( \frac{T Y_i}{\pi_i^*} - \frac{(1 - T_i)Y_i}{1 - \pi_i^*} \right) + o_p(1) \equiv E \left( \frac{TY_i(1)}{\pi_i^*} - \frac{(1 - T_i)Y_i(0)}{1 - \pi_i^*} \right) + o_p(1)$$

$$= E \left( \frac{E(T_i | X_i)E(Y_i(1) | X_i)}{\pi_i^*} - \frac{(1 - E(T_i | X_i))E(Y_i(1) | X_i)}{1 - \pi_i^*} \right) + o_p(1).$$

In addition, if the propensity score model is correctly specified, it further implies

$$\hat{\mu}_\beta = E(E(Y_i(1) | X_i) - E(Y_i(0) | X_i)) + o_p(1) = E(Y_i(1) - Y_i(0)) + o_p(1) = \mu + o_p(1).$$
This completes the proof of consistence of \( \hat{\mu} \) when the propensity score model is correctly specified.

In the following, we consider the case (2). That is \( K(\cdot) \in \text{span}\{M_1h_1(\cdot)\} \) and \( L(\cdot) \in \text{span}\{M_2h_2(\cdot)\} \). By Lemma A.2, we have \( \tilde{\beta} \to \beta^o \). The first order condition for \( \beta^o \) yields \( \partial Q(\beta^o) / \partial \beta = 0 \), where \( Q(\beta) = \mathbb{E}(g^\top \beta^o) \mathbb{W}^* \mathbb{E}(g^\beta) \). By Assumption 3.1 (7) and the dominated convergence theorem, we can interchange the differential with integral, and thus \( \mathbb{G}^* \mathbb{W}^* \mathbb{E}(g^\beta) = 0 \). Under the assumption that \( \mathbb{P}(T_i = 1 \mid X_i) = \pi(X_i) \neq \pi_i^o \), we have

\[
\mathbb{E}(g_{1\beta^o}) = \mathbb{E}\left\{ \left( \frac{\pi(X_i)}{\pi_i^o} - \frac{1 - \pi(X_i)}{1 - \pi_i^o} \right) h_1(X_i) \right\},
\]
\[
\mathbb{E}(g_{2\beta^o}) = \mathbb{E}\left\{ \left( \frac{\pi(X_i)}{\pi_i^o} - 1 \right) h_2(X_i) \right\}.
\]

Rewrite \( \mathbb{G}^* \mathbb{W}^* \mathbb{E}(g^\beta) = 0 \). Following the similar arguments to that in case (1), we can prove that

\[
\hat{\mu}_{\hat{\beta}} = \mathbb{E}\left( \frac{T_iY_i}{\pi_i^o} - \frac{(1 - T_i)Y_i}{1 - \pi_i^o} \right) + o_p(1)
\]
\[
= \mathbb{E}\left( \mathbb{E}(T_i \mid X_i) \mathbb{E}(Y_i(1) \mid X_i) - \frac{(1 - \mathbb{E}(T_i \mid X_i)) \mathbb{E}(Y_i(1) \mid X_i)}{1 - \pi_i^o} \right) + o_p(1).
\]

By \( \mathbb{E}(T_i \mid X_i) = \pi(X_i) \) and the outcome model, it further implies

\[
\hat{\mu}_{\hat{\beta}} - \mu = \mathbb{E}\left\{ \frac{\pi(X_i)(K(X_i) + L(X_i))}{\pi_i^o} \right\} - \frac{(1 - \pi(X_i)) K(X_i)}{1 - \pi_i^o} - \mu + o_p(1)
\]
\[
= \mathbb{E}\left\{ \left( \frac{\pi(X_i)}{\pi_i^o} - \frac{1 - \pi(X_i)}{1 - \pi_i^o} \right) K(X_i) \right\} + \mathbb{E}\left\{ \frac{\pi(X_i) L(X_i)}{\pi_i^o} \right\} - \mu + o_p(1)
\]
\[
= \mathbb{E}\left\{ \left( \frac{\pi(X_i)}{\pi_i^o} - \frac{1 - \pi(X_i)}{1 - \pi_i^o} \right) K(X_i) \right\} + \mathbb{E}\left\{ \left( \frac{\pi(X_i)}{\pi_i^o} - 1 \right) L(X_i) \right\} + o_p(1),
\]

where in the last step we use \( \mu = \mathbb{E}(L(X_i)) \). By equation (C.1), we obtain \( \hat{\mu} = \mu + o_p(1) \), provided \( K(X_i) = \alpha_1^T M_1 h_1(X_i) \) and \( L(X_i) = \alpha_2^T M_2 h_2(X_i) \), where \( \alpha_1 \) and \( \alpha_2 \) are \( q \)-dimensional vectors of constants. This completes the whole proof.

\[\square\]

C.2 Proof of Theorem 3.2

Proof of Theorem 3.2. We first consider the case (1). That is the propensity score model is correctly specified. By the mean value theorem, we have \( \hat{\mu} = \hat{\mu} + \tilde{\mathcal{H}}(\beta) (\hat{\beta} - \beta^*), \)

\[
\hat{\mu} = \frac{1}{n} \sum_{i=1}^n \left( \frac{T_iY_i}{\pi_i} - \frac{(1 - T_i)Y_i}{1 - \pi_i} \right), \quad \tilde{\mathcal{H}}(\beta) = -\frac{1}{n} \sum_{i=1}^n \left( \frac{T_iY_i}{\pi_i^2} + \frac{(1 - T_i)Y_i}{(1 - \pi_i)^2} \right) \frac{\partial \pi_i}{\partial \beta}.
\]
where $\pi^*_i = \pi_{\beta^*}(X_i)$, $\tilde{\pi}_i = \pi_{\tilde{\beta}}(X_i)$ and $\tilde{\beta}$ is an intermediate value between $\hat{\beta}$ and $\beta^*$. By Assumption 3.2 (2), we can show that the summand in $\hat{H}(\tilde{\beta})$ has a bounded envelop function. By Lemma A.1, we have $\sup_{\beta \in \ss{B}^*} |\hat{H}(\beta) - \mathbb{E}(\hat{H}(\tilde{\beta}))| = o_p(1)$. Since $\tilde{\beta}$ is consistent, by the dominated convergence theorem we can obtain $\hat{H}(\tilde{\beta}) = H^* + o_p(1)$, where

$$H^* = -\mathbb{E}\left\{\frac{T_i Y_i}{\pi_i^2} + \frac{(1 - T_i) Y_i}{(1 - \pi_i^*)^2} \frac{\partial \pi^*_i}{\partial \beta}\right\} = -\mathbb{E}\left\{\frac{Y_i(1)}{\pi_i^*} + \frac{Y_i(0)}{1 - \pi_i^*} \frac{\partial \pi^*_i}{\partial \beta}\right\} = -\mathbb{E}\left\{\frac{K(X_i) + L(X_i)(1 - \pi_i^*)}{\pi_i^*(1 - \pi_i^*)} \frac{\partial \pi^*_i}{\partial \beta}\right\}. $$

Finally, we invoke the central limit theorem and equation (A.1) to obtain that

$$n^{1/2}(\hat{\mu} - \mu) \xrightarrow{d} N(0, H^* \Sigma H^*),$$

where $\hat{H} = (1, H^*)^\top$, $\Sigma_\beta = (G^* W^* G^*)^{-1} G^* W^* \Omega W^* G^* (G^* W^* G^*)^{-1}$ and

$$\Sigma = \begin{pmatrix} \Sigma_\mu & \Sigma_{\mu\beta} \\ \Sigma_{\mu\beta} & \Sigma_{\beta} \end{pmatrix}. $$

Denote $b_i(T_i, X_i, Y_i(1), Y_i(0)) = T_i Y_i(1)/\pi_i^* - (1 - T_i) Y_i(0)/(1 - \pi_i^*) - \mu$. Here, some simple calculations yield,

$$\Sigma_\mu = \mathbb{E}[b_i^2(T_i, X_i, Y_i(1), Y_i(0))] = \mathbb{E}\left(\frac{Y_i^2(1)}{\pi_i^*} + \frac{Y_i^2(0)}{1 - \pi_i^*}\right) - \mu^2. $$

In addition, the off diagonal matrix can be written as $\Sigma_{\mu\beta} = (\Sigma_{1\mu\beta}, \Sigma_{2\mu\beta})^\top$, where

$$\Sigma_{\mu\beta} = -(G^* W^* G^*)^{-1} G^* W^* T,$$

where $T = (\mathbb{E}[g_{1\beta}(T_i, X_i)b_i(T_i, X_i, Y_i(1), Y_i(0))], \mathbb{E}[g_{2\beta}(T_i, X_i)b_i(T_i, X_i, Y_i(1), Y_i(0))])^\top$ with

$$g_{1\beta}(T_i, X_i) = \left(\frac{T_i}{\pi_\beta(X_i^*)} - \frac{1 - T_i}{1 - \pi_\beta(X_i)}\right) h_1(X_i), \text{ and } g_{2\beta}(T_i, X_i) = \left(\frac{T_i}{\pi_\beta(X_i^*)} - 1\right) h_2(X_i).$$

After some algebra, we can show that

$$T = \left\{\mathbb{E}\left(\frac{K(X_i)}{(1 - \pi_i^*)^2} \h_1(X_i)\right), \mathbb{E}\left(\frac{K(X_i)}{\pi_i^*} \h_2(X_i)\right)\right\}^\top. $$

This completes the proof of equation (3.3). Next, we consider the case (2). Recall that $\mathbb{P}(T_i = 1 | X_i) = \pi(X_i) \neq \pi_{\beta^0}(X_i)$. Following the similar arguments, we can show that

$$\hat{\mu}_{\beta} - \mu = \frac{1}{n} \sum_{i=1}^n D_i + H^* (\hat{\beta} - \beta^0) + o_p(n^{-1/2}), $$

where

$$D_i = \frac{T_i Y_i(1)}{\pi_i^0} - \frac{(1 - T_i) Y_i(0)}{1 - \pi_i^0} - \mu, $$
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and

$$\mathbf{H}^* = -\mathbb{E}\left\{ \left( \frac{\pi(X_i)(K(X_i) + L(X_i))}{\pi_i^{o2}} + \frac{(1 - \pi(X_i))K(X_i)}{(1 - \pi_i^o)^2} \right) \partial \pi_i^o \right\}. $$

By equation (A.1) in Lemma A.3, we have that

$$n^{1/2}(\hat{\mu}_\beta - \mu) \overset{d}{\rightarrow} N(0, \mathbf{H}^* \Sigma \mathbf{H}^*),$$

where $\mathbf{H}^* = (1, \mathbf{H}^*^\top)^\top$, $\Sigma_\beta = (\mathbf{G}^*\top \mathbf{W}^* \mathbf{G}^*)^{-1} \mathbf{G}^*\top \mathbf{W}^* \Omega \mathbf{W}^* \mathbf{G}^*(\mathbf{G}^*\top \mathbf{W}^* \mathbf{G}^*)^{-1}$ and

$$\Sigma = \left( \begin{array}{cc} \Sigma_\mu & \Sigma_\mu^\top \\ \Sigma_\mu & \Sigma_\beta \end{array} \right).$$

Denote $c_i(T_i, X_i, Y_i(1), Y_i(0)) = T_iY_i(1)/\pi_i^o - (1 - T_i)Y_i(0)/(1 - \pi_i^o) - \mu$. As shown in the proof of Theorem 3.1, $\mathbb{E}[b_i(T_i, X_i, Y_i(1), Y_i(0))] = 0$. Thus,

$$\Sigma_\mu = \mathbb{E}[c_i^2(T_i, X_i, Y_i(1), Y_i(0))] = \mathbb{E}\left[ \frac{T_iY_i^2(1)}{\pi_i^{o2}} + \frac{(1 - T_i)Y_i^2(0)}{(1 - \pi_i^o)^2} \right] - \mu^2$$

$$= \mathbb{E}\left[ \frac{\pi(X_i)Y_i^2(1)}{\pi_i^{o2}} + \frac{(1 - \pi(X_i))Y_i^2(0)}{(1 - \pi_i^o)^2} \right] - \mu^2.$$

Similarly, the off diagonal matrix can be written as $\Sigma_{\mu\beta} = (\Sigma_1^\top, \Sigma_2^\top)^\top$, where

$$\Sigma_{\mu\beta} = - (\mathbf{G}^*\top \mathbf{W}^* \mathbf{G}^*)^{-1} \mathbf{G}^*\top \mathbf{W}^* \mathbf{S},$$

with

$$\mathbf{g}_{1\beta}(T_i, X_i) = \left( \frac{T_i}{\pi_\beta(X_i)} - \frac{1 - T_i}{1 - \pi_\beta(X_i)} \right) h_1(X_i), \text{ and } \mathbf{g}_{2\beta}(T_i, X_i) = \left( \frac{T_i}{\pi_\beta(X_i)} - 1 \right) h_2(X_i). (C.2)$$

After some tedious algebra, we can show that $\mathbf{S} = (\mathbf{S}_1^\top, \mathbf{S}_2^\top)^\top$, where

$$\mathbf{S}_1 = \mathbb{E}\left\{ \left( \frac{\pi(X_i)(K(X_i) + L(X_i) - \pi_i^o\mu)}{\pi_i^{o2}} + \frac{(1 - \pi(X_i))(K(X_i) + (1 - \pi_i^o)\mu)}{(1 - \pi_i^o)^2} \right) h_1(X_i) \right\},$$

$$\mathbf{S}_2 = \mathbb{E}\left\{ \left( \frac{\pi(X_i)(K(X_i) + L(X_i))(1 - \pi_i^o) - \pi_i^o\mu}{\pi_i^{o2}} + \frac{(1 - \pi(X_i))K(X_i) + (1 - \pi_i^o)\mu}{1 - \pi_i^o} \right) h_2(X_i) \right\}.$$ 

This completes the proof of equation (3.5).

Finally, we start to prove part 3. By (3.3), the asymptotic variance of $\hat{\mu}$ denoted by $V$, can be written as

$$V = \Sigma_\mu + 2 \mathbf{H}^* \Sigma_{\mu\beta} + \mathbf{H}^* \Sigma_\beta \mathbf{H}. (C.3)$$

Note that by Lemma A.3, we have $\Sigma_\beta = (\mathbf{G}^*\top \mathbf{\Omega}^{-1} \mathbf{G}^*)^{-1}$. Under this correctly specified propensity score model, some algebra yields

$$\mathbf{\Omega} = \mathbb{E}[\mathbf{g}_{\beta^*}(T_i, X_i)\mathbf{g}_{\beta^*}^\top(T_i, X_i)] = \begin{pmatrix} \mathbb{E}\left( \frac{h_i h_i^\top}{\pi_i(1 - \pi_i)} \right) & \mathbb{E}\left( \frac{h_i h_i^\top}{\pi_i^2} \right) \\ \mathbb{E}\left( \frac{h_i h_i^\top}{\pi_i} \right) & \mathbb{E}\left( \frac{h_i h_i^\top}{\pi_i^2} \right) \end{pmatrix}.$$
where \( g_\beta(T_i, X_i) = (g_{1\beta}(T_i, X_i), g_{2\beta}(T_i, X_i))^T \) and \( g_{1\beta}(T_i, X_i) \) and \( g_{2\beta}(T_i, X_i) \) are defined in (C.2). In addition, \( G^* = (G_{1}^*, G_{2}^*)^T \), where

\[
G_1^* = -\mathbb{E} \left( \frac{h_1(X_i)}{\pi_i^* (1 - \pi_i^*)} \left( \frac{\partial \pi_i^*}{\partial \beta} \right)^T \right), \quad G_2^* = -\mathbb{E} \left( \frac{h_2(X_i)}{\pi_i^*} \left( \frac{\partial \pi_i^*}{\partial \beta} \right)^T \right). \tag{C.4}
\]

Since the functions \( K(\cdot) \) and \( L(\cdot) \) lie in the linear space spanned by the functions \( M_1 h_1(\cdot) \) and \( M_2 h_2(\cdot) \) respectively, where \( M_1 \in \mathbb{R}^{q \times m_1} \) and \( M_1 \in \mathbb{R}^{q \times m_2} \) are the partitions of \( G^*^T W^* = (M_1, M_2) \). We have \( K(X_i) = \alpha_1^T M_1 h_1(X_i) \) and \( L(X_i) = \alpha_2^T M_2 h_2(X_i) \), where \( \alpha_1 \) and \( \alpha_2 \) are \( q \)-dimensional vectors of constants. Thus

\[
H^* = -\mathbb{E} \left\{ \frac{K(X_i) + L(X_i)(1 - \pi_i^*)}{\pi_i^*(1 - \pi_i^*)} \frac{\partial \pi_i^*}{\partial \beta} \right\} = -\mathbb{E} \left\{ \frac{\alpha_1^T M_1 h_1(X_i) + \alpha_2^T M_2 h_2(X_i)(1 - \pi_i^*)}{\pi_i^*(1 - \pi_i^*)} \frac{\partial \pi_i^*}{\partial \beta} \right\}.
\]

Comparing to the expression of \( G^* \) in (C.4), we can rewrite \( H^* \) as

\[
H^* = G^*^T \left( \begin{array}{c} M_1^T \alpha_1 \\ M_2^T \alpha_2 \end{array} \right).
\]

Following the similar derivations, it is seen that

\[
\Sigma_{\mu \beta} = - (G^*^T \Omega^{-1} G^*)^{-1} G^*^T \Omega^{-1} \left( \begin{array}{c} \mathbb{E}\left\{ \frac{\alpha_1^T M_1 h_1(X_i) + \alpha_2^T M_2 h_2(X_i)(1 - \pi_i^*)}{\pi_i^*(1 - \pi_i^*)} h_1(X_i) \right\} \\ \mathbb{E}\left\{ \frac{\alpha_1^T M_1 h_1(X_i) + \alpha_2^T M_2 h_2(X_i)(1 - \pi_i^*)}{\pi_i^*(1 - \pi_i^*)} h_2(X_i) \right\} \end{array} \right),
\]

which is equivalent to

\[
\Sigma_{\mu \beta} = - (G^*^T \Omega^{-1} G^*)^{-1} G^*^T \left( \begin{array}{c} M_1^T \alpha_1 \\ M_2^T \alpha_2 \end{array} \right).
\]

Hence,

\[
H^{*\top} \Sigma_{\mu \beta} = - (\alpha_1^T M_1, \alpha_2^T M_2) G^* (G^*^T \Omega^{-1} G^*)^{-1} G^*^T \left( \begin{array}{c} M_1^T \alpha_1 \\ M_2^T \alpha_2 \end{array} \right) = -H^{*\top} \Sigma_{\beta} H^*.
\]

Together with (C.3), we have

\[
V = \Sigma_{\mu} - (\alpha_1^T M_1, \alpha_2^T M_2) G^* (G^*^T \Omega^{-1} G^*)^{-1} G^*^T \left( \begin{array}{c} M_1^T \alpha_1 \\ M_2^T \alpha_2 \end{array} \right).
\]

This completes of the proof. \( \square \)
C.3 Proof of Corollary 3.1

Proof of Corollary 3.1. By Theorem 3.2, it suffices to show that

\[(\alpha_1^\top M_1, \alpha_2^\top M_2) G^* C G^* \top \left( \begin{array}{c} M_1^\top \alpha_1 \\ M_2^\top \alpha_2 \end{array} \right) \leq (\alpha_1^\top M_1, \alpha_2^\top M_2) G^* C G^* \top \left( \begin{array}{c} M_1^\top \alpha_1 \\ M_2^\top \alpha_2 \end{array} \right), \tag{C.5} \]

where \( C = (G^\top \Omega^{-1} G)^{-1} \) and \( \alpha_1 \) and \( M_1 \) among others are the corresponding quantities with \( h_1(X) \) and \( h_2(X) \). Assume that \( h_1(X) \in \mathbb{R}^{m_1+a_1} \) and \( h_2(X) \in \mathbb{R}^{m_2+a_2} \). Since \( K(X_i) = \alpha_1^\top M_1 h_1(X_i) \) and \( L(X_i) = \alpha_2^\top M_2 h_2(X_i) \), we find that \((\alpha_1^\top M_1, \alpha_2^\top M_2) = (\alpha_1^\top M_1, 0, \alpha_2^\top M_2, 0)\), which is a vector in \( \mathbb{R}^{m+a} \) with \( a = a_1 + a_2 \). Because some components of \((\alpha_1^\top M_1, \alpha_2^\top M_2)\) are 0, by the matrix algebra, (C.5) holds if \( C - \bar{C} \) is positive semidefinite. Without loss of generality, we rearrange orders and write the \((m+a) \times q\) matrix \( \tilde{G}^* \) and the \((m+a) \times (m+a)\) matrix \( \tilde{\Omega}^* \) as

\[
\tilde{G}^* = \left( \begin{array}{c} G^* \\ A \end{array} \right), \quad \text{and} \quad \tilde{\Omega} = \left( \begin{array}{cc} \Omega & 0 \\ 0 & \Omega \end{array} \right).
\]

For simplicity, we use the following notation: two matrices satisfy \( O_1 \geq O_2 \) if \( O_1 - O_2 \) is positive semidefinite. To show \( C \geq \bar{C} \), we have the following derivation

\[
\tilde{G}^* \tilde{\Omega}^{-1} \tilde{G}^* = (G^\top, A^\top) \left( \begin{array}{cc} \Omega & 0 \\ 0 & \Omega \end{array} \right) \left( \begin{array}{c} G^* \\ A \end{array} \right) = (G^\top, A^\top) \left( \begin{array}{cc} \Omega^{-1} & 0 \\ 0 & \Omega^{-1} \end{array} \right) \left( \begin{array}{c} G^* \\ A \end{array} \right) = G^\top \Omega^{-1} G^*.
\]

This completes the proof of (C.5), and therefore the corollary holds.

C.4 Proof of Corollary 3.2

Proof of Corollary 3.2. The proof of the double robustness property mainly follows from Theorem 3.1. In this case, we only need to verify that span\{\( h_1(\cdot) \)\} = span\{\( M_1^\top h_1(\cdot) \)\} and span\{\( h_2(\cdot) \)\} = span\{\( M_2^\top h_2(\cdot) \)\}, where \( M_1 \in \mathbb{R}^{q \times m_1} \) and \( M_1 \in \mathbb{R}^{q \times m_2} \) are the partitions of \( G^\top W^* = (M_1, M_2) \). Apparently, we have span\{\( M_1 h_1(\cdot) \)\} \subseteq span\{\( h_1(\cdot) \)\}, since the former can always be written as a linear combination of \( h_1(\cdot) \). To show span\{\( h_1(\cdot) \)\} \subseteq span\{\( M_1 h_1(\cdot) \)\}, note that the \( m_1 \times m_1 \) principal submatrix \( M_{11} \) of \( M_1 \) is invertible. Thus, span\{\( h_1(\cdot) \)\} = span\{\( M_{11} h_1(\cdot) \)\} \subseteq span\{\( M_1 h_1(\cdot) \)\}. This is because the \( m_1 \) dimensional functions \( M_{11} h_1(\cdot) \) are identical to the first \( m_1 \) coordinates of \( M_1 h_1(\cdot) \). This completes the proof of double robustness property. The efficiency property follows from Theorem 3.2. We do not replicate the details.

D Proof of Results in Section 4

For notational simplicity, we denote \( \pi^* (x) = J(m^* (x)) \), \( J^* (x) = J(\beta^\top B(x)) \), and \( \bar{J} (x) = J(\beta^\top B(x)) \). Define \( Q_n(\beta) = \|\bar{g}_\beta (T, X)\|_2^2 \) and \( Q(\beta) = \|E g_\beta (T, X)\|_2^2 \). In the following proof, we use \( C, C' \) and \( C'' \) to denote generic positive constants, whose values may change from line to line.
Lemma D.1 (Bernstein’s inequality for U-statistics (Arcones, 1995)). Given i.i.d. random variables $Z_1, \ldots, Z_n$ taking values in a measurable space $(\mathbb{S}, \mathcal{B})$ and a symmetric and measurable kernel function $h: \mathbb{S}^m \to \mathbb{R}$, we define the U-statistics with kernel $h$ as $U := \left( \frac{1}{m} \right)^{-1} \sum_{i_1 < \cdots < i_m} h(Z_{i_1}, \ldots, Z_{i_m})$. Suppose that $\mathbb{E} h(Z_{i_1}, \ldots, Z_{i_m}) = 0$, $\mathbb{E} \left\{ \mathbb{E}[h(Z_{i_1}, \ldots, Z_{i_m}) \mid Z_{i_1}] \right\}^2 = \sigma^2$ and $\|h\|_\infty \leq b$. There exists a constant $K(m) > 0$ depending on $m$ such that

$$\mathbb{P}(\|U\| > t) \leq 4 \exp \left\{ -nt^2/[2m^2\sigma^2 + K(m)b] \right\}, \forall t > 0.$$ 

**Lemma D.2.** Under the conditions in Theorem 4.1, it holds that

$$\sup_{\beta \in \Theta} \left| Q_n(\beta) - Q(\beta) \right| = O_p(\sqrt{\frac{K^2 \log K}{n}}).$$

**Proof of Lemma D.2.** Let $\xi(\beta) = (\xi_1(\beta), \ldots, \xi_n(\beta))^\top$ and $\phi(\beta) = (\phi_1(\beta), \ldots, \phi_n(\beta))^\top$, where

$$\xi_i(\beta) = \frac{T_i}{J(\beta^\top B(X_i))} - \frac{1 - T_i}{1 - J(\beta^\top B(X_i))}, \quad \phi_i(\beta) = \frac{T_i}{J(\beta^\top B(X_i))} - 1.$$

Then we have

$$Q_n(\beta) = n^{-2} \sum_{i=1}^n \sum_{j=1}^n \left[ \xi_i(\beta) \xi_j(\beta) h_1(X_i)^\top h_1(X_j) + \phi_i(\beta) \phi_j(\beta) h_2(X_i)^\top h_2(X_j) \right]$$

$$= n^{-2} \sum_{1 \leq i < j \leq n} \left[ \xi_i(\beta) \xi_j(\beta) h_1(X_i)^\top h_1(X_j) + \phi_i(\beta) \phi_j(\beta) h_2(X_i)^\top h_2(X_j) \right] + A_n(\beta),$$

where $A_n(\beta) = n^{-2} \sum_{i=1}^n \left[ \xi_i(\beta)^2 \|h_1(X_i)\|^2_2 + \phi_i(\beta)^2 \|h_2(X_i)\|^2_2 \right]$. Since there exists a constant $c_0 > 0$ such that $c_0 \leq |J(\beta^\top B(x))| \leq 1 - c_0$ for any $\beta \in \Theta$ and $T_i \in \{0,1\}$, it implies $\sup_{\beta \in \Theta} \max_{1 \leq i \leq n} |\xi_i(\beta)| \leq C$ and $\sup_{\beta \in \Theta} \max_{1 \leq i \leq n} |\phi_i(\beta)| \leq C$ for some constant $C > 0$. Then we can show that

$$\mathbb{E} \left( \sup_{\beta \in \Theta} |A_n(\beta)| \right) \leq C \frac{n}{n} \mathbb{E}(\|h(X_i)\|^2_2) = O(K/n).$$

By the Markov inequality, we have $\sup_{\beta \in \Theta} |A_n(\beta)| = O_p(K/n) = o_p(1)$. Following the similar arguments, it can be easily shown that $\sup_{\beta \in \Theta} |Q(\beta)|/n = O(K/n)$. Thus, it holds that

$$\sup_{\beta \in \Theta} \left| Q_n(\beta) - Q(\beta) \right| = \sup_{\beta \in \Theta} \left| \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} u_{ij}(\beta) \right| + O_p(K/n),$$

where $u_{ij}(\beta) = u_{1ij}(\beta) + u_{2ij}(\beta)$ is a kernel function of a U-statistic with

$$u_{1ij}(\beta) = \xi_i(\beta)\xi_j(\beta) h_1(X_i)^\top h_1(X_j) - \mathbb{E}[\xi_i(\beta)\xi_j(\beta) h_1(X_i)^\top h_1(X_j)],$$

$$u_{2ij}(\beta) = \phi_i(\beta)\phi_j(\beta) h_2(X_i)^\top h_2(X_j) - \mathbb{E}[\phi_i(\beta)\phi_j(\beta) h_2(X_i)^\top h_2(X_j)].$$

Since $\Theta$ is a compact set in $\mathbb{R}^K$, by the covering number theory, there exists a constant $C$ such that $M = (C/r)^K$ balls with the radius $r$ can cover $\Theta$. Namely, $\Theta \subseteq \bigcup_{1 \leq m \leq M} \Theta_m$, where $\Theta_m = \{\beta \in \mathbb{R}^K \mid \cdots \}$. 


By the Cauchy-Schwarz inequality, \(|\beta - \beta_m| \leq r\) for some \(\beta_1, \ldots, \beta_M\). Thus, for any given \(\epsilon > 0\),

\[
\mathbb{P}\left( \sup_{\beta \in \Theta_m} \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} u_{1ij}(\beta) > \epsilon \right) \leq \sum_{m=1}^{M} \mathbb{P}\left( \sup_{\beta \in \Theta_m} \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} u_{1ij}(\beta_m) > \epsilon/2 \right) + \mathbb{P}\left( \sup_{\beta \in \Theta_m} \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} \left| u_{1ij}(\beta) - u_{1ij}(\beta_m) \right| > \epsilon/2 \right).
\]

By the Cauchy-Schwarz inequality, \(|h_1(X_i)^T h_1(X_j)| \leq \|h_1(X_i)\|_2 \|h_1(X_j)\|_2 \leq CK\), and thus \(|u_{1ij}(\beta_m)| \leq CK\). In addition, for any \(\beta\),

\[
\mathbb{E}\left\{ \xi_j(\beta) h_1(X_i)^T h_1(X_j) \right\} - \mathbb{E}[\xi_j(\beta) h_1(X_i)^T h_1(X_j)] \leq \mathbb{E}[\xi_j(\beta) h_1(X_i)^T h_1(X_j)] \leq C \|\xi_j(\beta) h_1(X_i)^T h_1(X_j)\|_2 \leq CK,
\]

for some constant \(C > 0\). Here, in the last step we use that fact that \(C \|h_1(X)^T h_1(X)\|_2 \leq C\|h_1(X)\|_2 \leq CK\), and \(\|\xi_j(\beta) h_1(X_i)h_1(X_j)^T\|_2\) is bounded because \(\|h_1(X)h_1(X)^T\|_2\) is bounded by assumption. Thus, we can apply the Bernstein’s inequality in Lemma D.1 to the U-statistic with kernel function \(u_{1ij}(\beta_m)\),

\[
\mathbb{P}\left( \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} u_{1ij}(\beta_m) > \epsilon/2 \right) \leq 2 \exp\left(-Cn\epsilon^2/[K + K\epsilon]\right),
\]

for some constant \(C > 0\). Since \(|\partial J(v)/\partial v|\) is upper bounded by a constant for any \(v = \beta^T B(x)\), it is easily seen that for any \(\beta \in \Theta_m\), \(|\xi_j(\beta) - \xi_i(\beta_m)| \leq C |(\beta - \beta_m)^T B(X_i)| \leq CK^{1/2}\), where the last step follows from the Cauchy-Schwarz inequality. This further implies \(|\xi_j(\beta) - \xi_i(\beta_m)| \leq CK^{1/2}\) for some constant \(C > 0\) by performing a standard perturbation analysis. Thus,

\[
|u_{1ij}(\beta) - u_{1ij}(\beta_m)| \leq CK^{1/2} h_1(X_i)^T h_1(X_j) \leq CK^{3/2},
\]

and note that with \(r = K^{-2}\), then \(CK^{1/2} E[h_1(X_i)^T h_1(X_j)] \leq \epsilon/4\) for \(n\) large enough. Thus

\[
\mathbb{P}\left( \sup_{\beta \in \Theta_m} \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} \left| u_{1ij}(\beta) - u_{1ij}(\beta_m) \right| > \epsilon/2 \right) \leq \mathbb{P}\left( \frac{2CK^{1/2}}{n(n-1)} \sum_{1 \leq i < j \leq n} |h_1(X_i)^T h_1(X_j)| > \epsilon/2 \right) \leq \mathbb{P}\left( \frac{2CK^{1/2}}{n(n-1)} \sum_{1 \leq i < j \leq n} [||h_1(X_i)^T h_1(X_j)| - E|h_1(X_i)^T h_1(X_j)|] > \epsilon/4 \right) \leq 2 \exp(-CnK\epsilon^2),
\]

(D.4)
where the last step follows from the Hoeffding inequality for U-statistic. Thus, combining \((D.2), (D.3)\) and \((D.4)\), we have for some constants \(C_1, C_2, C_3 > 0\), as \(n\) goes to infinity,

\[
\mathbb{P}\left( \sup_{\beta \in \Theta} \left| \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} u_{1ij}(\beta) \right| > \epsilon \right) \\
\leq \exp(C_1 K \log K - C_2 n \epsilon^2 / [K + K \epsilon]) + \exp(C_1 K \log K - C_3 n \epsilon^2 K) \to 0,
\]

where we take \(\epsilon = C \sqrt{K \log K / n}\) for some constant \(C\) sufficiently large. This implies

\[
\sup_{\beta \in \Theta} \left| \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} u_{1ij}(\beta) \right| = O_p\left( \sqrt{\frac{K \log K}{n}} \right).
\]

Following the same arguments, we can show that with the same choice of \(\epsilon\),

\[
\sup_{\beta \in \Theta} \left| \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} u_{2ij}(\beta) \right| = O_p\left( \sqrt{\frac{K \log K}{n}} \right).
\]

Plugging these results into \((D.1)\), we complete the proof.

\[\square\]

**Lemma D.3** (Bernstein’s inequality for random matrices (Tropp, 2015)). Let \(\{Z_k\}\) be a sequence of independent random matrices with dimensions \(d_1 \times d_2\). Assume that \(\mathbb{E}Z_k = 0\) and \(\|Z_k\|_2 \leq R_n\) almost sure. Define

\[
\sigma_n^2 = \max \left\{ \left\| \sum_{k=1}^n \mathbb{E}(Z_k Z_k^\top) \right\|_2, \left\| \sum_{k=1}^n \mathbb{E}(Z_k^\top Z_k) \right\|_2 \right\}.
\]

Then, for all \(t \geq 0\),

\[
\mathbb{P}\left( \left\| \sum_{k=1}^n Z_k \right\|_2 \geq t \right) \leq (d_1 + d_2) \exp\left( -\frac{t^2/2}{\sigma_n^2 + R_n t/3} \right).
\]

**Lemma D.4.** Let \(H = (h(X_1), \ldots, h(X_n))^\top\) and \(B = (B(X_1), \ldots, B(X_n))^\top\) be two \(n \times K\) matrices. Under the conditions in Theorem 4.1, then

\[
\|H^\top H/n - \mathbb{E}[h(X_i)h(X_i)^\top]\|_2 = O_p(\sqrt{K \log K / n}) \tag{D.5}
\]

and

\[
\|B^\top B/n - \mathbb{E}[B(X_i)B(X_i)^\top]\|_2 = O_p(\sqrt{K \log K / n}) \tag{D.6}
\]

**Proof of Lemma D.4.** We prove this result by applying Lemma D.3. In particular, to prove \((D.5)\), we take \(Z_i = n^{-1}[h(X_i)h(X_i)^\top - \mathbb{E}(h(X_i)h(X_i)^\top)]\). It is easily seen that

\[
\|Z_i\|_2 \leq n^{-1}[\text{tr}(h(X_i)h(X_i)^\top) + \|\mathbb{E}(h(X_i)h(X_i)^\top)\|_2] \leq (CK + C)/n,
\]

where \(C\) is some positive constant. Moreover,

\[
\left\| \sum_{i=1}^n \mathbb{E}(Z_i Z_i^\top) \right\|_2 \leq n^{-1}\left( \|\mathbb{E}(h(X_i)h(X_i)^\top h(X_i)h(X_i)^\top)\|_2 + \|\mathbb{E}(h(X_i)h(X_i)^\top)\|^2 \right) \leq n^{-1}(CK \cdot \|\mathbb{E}(h(X_i)h(X_i)^\top)\|_2 + C^2) \leq n^{-1}(C^2 K + C^2).
\]
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Note that $\sqrt{K \log K/n} = o(1)$. Now, if we take $t = C\sqrt{K \log K/n}$ in Lemma D.3 for some constant $C$ sufficiently large, then we have $P(\|\sum_{k=1}^n z_k\|_2 \geq t) \leq 2K \exp(-C' \log K)$ for some $C' > 1$. Then, the right hand side converges to 0, as $K \to \infty$. This completes the proof of (D.5). The proof of (D.6) follows from the same arguments and is omitted for simplicity.

**Lemma D.5.** Under the conditions in Theorem 4.1, the following results hold.

1. Let $\bar{U} = \frac{1}{n} \sum_{i=1}^n U_i$, $U_i = (U_{i1}^\top, U_{i2}^\top)^\top$, with

$$U_{i1} = \left(\frac{T_i}{\pi_i} - \frac{1 - T_i}{1 - \pi_i}\right) h_1(X_i), \quad U_{i2} = \left(\frac{T_i}{\pi_i} - 1\right) h_2(X_i).$$

Then $\|\bar{U}\|_2 = O_p(K^{1/2}/n^{1/2})$.

2. Let $B(r) = \{\beta \in \mathbb{R}^K : \|\beta - \beta^*\|_2 \leq r\}$, and $r = O(K^{1/2}/n^{1/2} + K^{-r_0})$. Then

$$\sup_{\beta \in B(r)} \left\| \frac{\partial g_\beta(T,X)}{\partial \beta} - G^* \right\|_2 = O_p \left( K^{1/2}r + \sqrt{\frac{K \log K}{n}} \right).$$

3. Let $J_i = J(\beta^\top B(X_i))$, $\dot{J}_i = \partial J(v)/\partial v|_{v=\beta^\top B(X_i)}$, and

$$T^* = \mathbb{E} \left\{ \left[ \frac{\mathbb{E}(Y_1 | X_i)}{\pi_i} - \frac{\mathbb{E}(Y_i(0) | X_i)}{1 - \pi_i} \right]^\top B(X_i) \right\}.$$

Then

$$\sup_{\beta \in B(r)} \left\| \frac{1}{n} \sum_{i=1}^n \left[ \frac{T_i Y_i(1)}{J_i} + \frac{(1 - T_i) Y_i(0)}{J_i} \right] \dot{J}_i B(X_i) + G^* \alpha^* \right\|_2 = O_p \left( K^{1/2}r + K^{-r_0} \right).$$

**Proof of Lemma D.5.** We start from the proof of the first result. Note that $E(U_i) = 0$. Then $E\|\bar{U}\|_2^2 = E(U_{i1}^\top U_{i1})/n$ and then there exists some constant $C > 0$,

$$E\|\bar{U}\|_2^2 = E \left[ \sum_{k=1}^K \left( \frac{T_i}{\pi_i} - \frac{1 - T_i}{1 - \pi_i}\right)^2 h_k(X_i)^2 I(k \leq m_1) + \left(\frac{T_i}{\pi_i} - 1\right)^2 h_k(X_i)^2 I(k > m_1) \right]$$

$$\leq C \sum_{k=1}^K E\{h_k(X_i)^2\}/n = O(K/n).$$

By the Markov inequality, this implies $\|\bar{U}\|_2 = O_p(K^{1/2}/n^{1/2})$, which completes the proof of the first result. In the following, we prove the second result. Denote

$$\xi_i(m(X_i)) = - \left( \frac{T_i}{J^2(m(X_i))} + \frac{1 - T_i}{(1 - J(m(X_i)))^2} \right) \dot{J}(m(X_i))$$

$$\phi_i(m(X_i)) = - \frac{T_i}{J^2(m(X_i))} \dot{J}(m(X_i)).$$
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and $\Delta_i(m(X_i)) = \text{diag}(\xi_i(m(X_i)))1_{m_1}, \phi_i(m(X_i))1_{m_2})$ is a $K \times K$ diagonal matrix, where $1_{m_1}$ is a vector of 1 with length $m_1$. Then, note that

$$
\frac{\partial g_\beta(T, X)}{\partial \beta} - G = \frac{1}{n} \sum_{i=1}^n B(X_i)h(X_i)^\top \Delta_i(\beta^\top B(X_i)) - \mathbb{E}[B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))],
$$

which can be decomposed into the two terms $I_\beta + II$, where

$$I_\beta = \frac{1}{n} \sum_{i=1}^n B(X_i)h(X_i)^\top \Delta_i(\beta^\top B(X_i)) - \Delta_i(m^*(X_i)), \quad II = \sum_{i=1}^n Z_i,
$$

$$Z_i = n^{-1}\left\{ B(X_i)h(X_i)^\top \Delta_i(m^*(X_i)) - \mathbb{E}[B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))] \right\}.
$$

We first consider the term II. It can be easily verified that $\|\Delta_i(m^*(X_i))\|_2 \leq C$ for some constant $C > 0$. In addition, $\|B(X_i)h(X_i)^\top\|_2 \leq \|B(X_i)\|_2 \cdot \|h(X_i)\|_2 \leq CK$. Thus, $\|Z_i\|_2 \leq CK/n$. Following the similar argument in the proof of Lemma D.4,

$$\left\| \sum_{i=1}^n \mathbb{E}(Z_iZ_i^\top) \right\|_2 \leq n^{-1}\|\mathbb{E}B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))h(X_i)B(X_i)^\top\|_2$$

$$+ n^{-1}\|\mathbb{E}B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))\|_2^2.$$

We now consider the last two terms separately. Note that

$$\|\mathbb{E}B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))\|_2^2 = \sup_{\|u\|_2=1, \|v\|_2=1} |\mathbb{E}u^\top B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))v|^2$$

$$\leq \sup_{\|u\|_2=1} |\mathbb{E}u^\top B(X_i)B(X_i)^\top u| \cdot \sup_{\|v\|_2=1} |\mathbb{E}v^\top \Delta_i(m^*(X_i))h(X_i)h(X_i)^\top \Delta_i(m^*(X_i))v|$$

$$\leq \|\mathbb{E}(B(X_i)B(X_i)^\top)\|_2 \cdot C\|\mathbb{E}(h(X_i)h(X_i)^\top)\|_2 \leq C', \quad (D.7)$$

where $C, C'$ are some positive constants. Following the similar arguments to (D.7),

$$\|\mathbb{E}B(X_i)h(X_i)^\top \Delta_i(m^*(X_i))h(X_i)B(X_i)^\top\|_2$$

$$\leq CK \cdot \sup_{\|u\|_2=1} \|\mathbb{E}u^\top B(X_i)B(X_i)^\top u\| \leq CK \cdot \|\mathbb{E}B(X_i)B(X_i)^\top\|_2 \leq C'K,$n

for some constants $C, C' > 0$. This implies $\|\sum_{i=1}^n \mathbb{E}(Z_iZ_i^\top)\|_2 \leq CK/n$. Thus, Lemma D.3 implies $\|II\|_2 = O_p(\sqrt{K \log K/n})$. Next, we consider the term $I_\beta$. Following the similar arguments to (D.7), we can show that

$$\sup_{\beta \in \mathbb{B}(r)} \|I_\beta\|_2 = \sup_{\beta \in \mathbb{B}(r)} \sup_{\|u\|_2=1, \|v\|_2=1} \left| \frac{1}{n} \sum_{i=1}^n u^\top B(X_i)h(X_i)^\top (\Delta_i(\beta^\top B(X_i)) - \Delta_i(m^*(X_i)))v \right|$$

$$\leq \left\| \frac{1}{n} \sum_{i=1}^n B(X_i)B(X_i)^\top \right\|_2^{1/2} \cdot \left\| \frac{1}{n} \sum_{i=1}^n h(X_i)h(X_i)^\top \right\|_2^{1/2}$$

$$\cdot \sup_{\beta \in \mathbb{B}(r)} \max_{1 \leq i \leq n} \|\Delta_i(\beta^\top B(X_i)) - \Delta_i(m^*(X_i))\|_2$$

$$\leq C \sup_{\beta \in \mathbb{B}(r)} \|\beta^\top - B(x)\| + C \sup_{x \in \mathcal{X}} |m^*(x) - \beta^\top B(x)|$$

$$\leq C'(K^{1/2}r + K^{-r_b}) \leq C''K^{1/2}r,$n
for some $C, C', C'' > 0$, where the second inequality follows from Lemma D.4 and the Lipschitz property of $\xi_i(\cdot)$ and $\phi_i(\cdot)$, and the third inequality is due to the Cauchy-Schwarz inequality and approximation assumption of the sieve estimator. This completes the proof of the second result.

For the third result, let

$$\eta(m(X_i)) = \left( \frac{T_i Y_i(1)}{J^2(m(X_i))} + \frac{(1 - T_i) Y_i(0)}{(1 - J(m(X_i)))^2} \right) \tilde{J}(m(X_i)).$$

Thus, the following decomposition holds,

$$\frac{1}{n} \sum_{i=1}^{n} \eta_i(\beta B(X_i)) B(X_i) + G^* \alpha^* = T_1 + T_2 + T_3,$$

where

$$T_1 = \frac{1}{n} \sum_{i=1}^{n} \left[ \eta_i(\beta B(X_i)) B(X_i) - \eta_i(m^*(B(X_i))) B(X_i) \right]$$

$$T_2 = \frac{1}{n} \sum_{i=1}^{n} \left[ \eta_i(m^*(B(X_i))) B(X_i) - \mathbb{E} \eta_i(m^*(B(X_i))) B(X_i) \right]$$

$$T_3 = \mathbb{E} \eta_i(m^*(B(X_i))) B(X_i) + G^* \alpha^*.$$

Similar to the proof for $\sup_{\beta \in \mathcal{B}(r)} \|I_2\|_2$ previously, we can easily show that $\sup_{\beta \in \mathcal{B}(r)} \|T_1\|_2 = O_p(K^{1/2}/r)$. Again, the key step is to use the results from Lemma D.4. For the second term $T_2$, we can use the similar arguments in the proof of the first result to show that $\mathbb{E} \|T_2\|_2^2 \leq CK \cdot \mathbb{E} \eta_i(m^*(B(X_i))^2)/n = O(K/n)$. The Markov inequality implies $\|T_2\|_2 = O_p(K^{1/2}/n^{1/2})$. For the third term $T_3$, after some algebra, we can show that

$$\|T_3\|_2 \leq C \left( \sup_{x \in \mathcal{X}} |K(x) - \alpha_1^* h_1(x)| + \sup_{x \in \mathcal{X}} |L(x) - \alpha_2^* h_2(x)| \right) = O_p(K^{-\gamma}).$$

Combining the $L_2$ error bound for $T_1\beta$, $T_2$ and $T_3$, we obtain the last result. This completes the whole proof.

\[ \square \]

**Lemma D.6.** Under the conditions in Theorem 4.1, it holds that

$$\|\tilde{\beta} - \beta^*\|_2 = o_p(1).$$

**Proof of Lemma D.6.** Recall that $\beta^*$ is the minimizer of $Q(\beta)$. We now decompose $Q(\tilde{\beta}) - Q(\beta^*)$ as

$$Q(\tilde{\beta}) - Q(\beta^*) = \left[ Q(\tilde{\beta}) - Q_n(\tilde{\beta}) \right] + \left[ Q_n(\tilde{\beta}) - Q_n(\beta^*) \right] + \left[ Q_n(\beta^*) - Q(\beta^*) \right].$$

(D.8)

In the following, we study the terms I, II and III one by one. For the term I, Lemma D.2 implies $|Q(\tilde{\beta}) - Q_n(\tilde{\beta})| \leq \sup_{\beta \in \Theta} |Q_n(\beta) - Q(\beta)| = o_p(1)$. This shows that $|I| = o_p(1)$ and the same argument yields $|III| = o_p(1)$. For the term II, by the definition of $\tilde{\beta}$, it is easy to see that $II \leq 0$. Thus, combining with (D.8), we have for any constant $\eta > 0$ to be chosen later, $Q(\tilde{\beta}) - Q(\beta^*) < \eta$.
with probability tending to one. For any \( \epsilon > 0 \), define \( E_\epsilon = \Theta \cap \{ \| \beta - \beta^0 \|_2 \geq \epsilon \} \). By the uniqueness of \( \beta^0 \), for any \( \beta \in E_\epsilon \), we have \( Q(\beta) > Q(\beta^0) \). Since \( E_\epsilon \) is a compact set, we have \( \inf_{\beta \in E_\epsilon} Q(\beta) > Q(\beta^0) \). This implies that for any \( \epsilon > 0 \), there exists \( \eta' > 0 \) such that \( Q(\beta) > Q(\beta^0) + \eta' \) for any \( \beta \in E_\epsilon \). If \( \beta \in E_\epsilon \), then \( Q(\beta^0) + \eta > Q(\beta) > Q(\beta^0) + \eta' \) with probability tending to one.

Apparently, this does not hold if we take \( \eta < \eta' \). Thus, we have proved that \( \tilde{\beta} \notin E_\epsilon \), that is \( \| \tilde{\beta} - \beta^0 \|_2 \leq \epsilon \) for any \( \epsilon > 0 \). Thus, we have \( \| \tilde{\beta} - \beta^0 \|_2 = o_p(1) \).

Next, we shall show that \( \| \beta^0 - \beta^* \|_2 = o_p(1) \). It is easily seen that these together lead to the desired consistency result

\[
\| \tilde{\beta} - \beta^* \|_2 \leq \| \beta^0 - \beta^* \|_2 + \| \tilde{\beta} - \beta^0 \|_2 = o_p(1).
\]

To show \( \| \beta^0 - \beta^* \|_2 = o_p(1) \), we use the similar strategy. That is we want to show that for any constant \( \eta > 0 \), \( Q(\beta^*) - Q(\beta^0) < \eta \). In the following, we prove that \( Q(\beta^*) = O(K^{1-2r_b}) \). Note that

\[
Q(\beta^*) \leq C^2 K^{-2r_b} \sum_{j=1}^{K} \mathbb{E}[h_j(X)]^2 = O(K^{1-2r_b}),
\]

where the first inequality follows from the Cauchy-Schwarz inequality and the last step uses the assumption that \( \sup_{x \in \mathcal{X}} \| h(x) \|_2 = O(K^{1/2}) \). In addition, it holds that \( Q(\beta^0) \leq Q(\beta^*) = O(K^{1-2r_b}) \). As \( K \to \infty \), it yields \( Q(\beta^*) - Q(\beta^0) < \eta \), for any constant \( \eta > 0 \). The same arguments yield \( \| \beta^0 - \beta^* \|_2 = o_p(1) \). This completes the proof of the consistency result.

**Lemma D.7.** Under the conditions in Theorem 4.1, there exists a global minimizer \( \tilde{\beta} \) (if \( Q_n(\beta) \) has multiple minimizers), such that

\[
\| \tilde{\beta} - \beta^* \|_2 = o_p(1/K^{1/2} + K^{-r_b}). \tag{D.9}
\]

**Proof of Lemma D.7.** We first prove that there exists a local minimizer \( \tilde{\Delta} \) of \( Q_n(\beta^* + \Delta) \), such that \( \tilde{\Delta} \in \mathcal{C} \), where \( \mathcal{C} = \{ \Delta \in \mathbb{R}^K : \| \Delta \|_2 \leq r \} \), and \( r = C(K^{1/2}/n^{1/2} + K^{-r_b}) \) for some constant \( C \) large enough. To this end, it suffices to show that

\[
\mathbb{P}\left\{ \inf_{\Delta \in \partial \mathcal{C}} Q_n(\beta^* + \Delta) - Q_n(\beta^*) > 0 \right\} \to 1, \text{ as } n \to \infty, \tag{D.10}
\]

where \( \partial \mathcal{C} = \{ \Delta \in \mathbb{R}^K : \| \Delta \|_2 = r \} \). Applying the mean value theorem to each component of \( \tilde{g}_{\beta^*+\Delta}(T, X) \),

\[
\tilde{g}_{\beta^*+\Delta}(T, X) = \tilde{g}_{\beta^*}(T, X) + \tilde{G}\Delta,
\]

where \( \tilde{G} = \frac{\partial \tilde{g}_{\beta}(T, X)}{\partial \beta} \) and for notational simplicity we assume there exists a common \( \tilde{\beta} = v\beta^* + (1-v)\tilde{\beta} \) for some \( 0 \leq v \leq 1 \) lies between \( \beta^* \) and \( \beta^* + \Delta \) (Rigorously speaking, we need different \( \tilde{\beta} \) for different component of \( \tilde{g}_{\beta^*+\Delta}(T, X) \)). Thus, for any \( \Delta \in \partial \mathcal{C} \),

\[
Q_n(\beta^* + \Delta) - Q_n(\beta^*) = 2\tilde{g}_{\beta^*}(T, X)\tilde{G}\Delta + \Delta^\top(\tilde{G}^\top \tilde{G})\Delta \\
\geq -2\| \tilde{g}_{\beta^*}(T, X) \|_2 \cdot \| \tilde{G} \|_2 \cdot \| \Delta \|_2 + \| \Delta \|_2^2 \cdot \lambda_{\min}(\tilde{G}^\top \tilde{G}) \\
\geq -C(K^{1/2}/n^{1/2} + K^{-r_b}) \cdot r + C \cdot r^2, \tag{D.11}
\]
for some constant $C > 0$. In the last step, we first use the results that $\|g_\beta(T, X)\|_2 = O_p(K^{1/2}/n^{1/2} + K^{-r_b})$, which is derived by combining Lemma D.5 with the arguments similar to (D.14) in the proof of Lemma D.8. In addition, $\|\bar{G}\|_2 \leq \|\bar{G} - G^*\|_2 + \|G^*\|_2 \leq C$, since $\|G^*\|_2$ is bounded by a constant and $\|\bar{G} - G^*\|_2 = o_p(1)$ by Lemma D.5. By the Weyl inequality and Lemma D.5,

$$
\lambda_{\min}(\bar{G}^T\bar{G}) \geq \lambda_{\min}(G^*^TG^*) - \|\bar{G}^T\bar{G} - G^*^TG^*\|_2 \\
\geq C - \|\bar{G} - G^*\|_2 \cdot \|\bar{G}\|_2 - \|\bar{G} - G^*\|_2 \cdot \|G^*\|_2 \geq C/2,
$$

for $n$ sufficiently large. By (D.11), if $r = C(K^{1/2}/n^{1/2} + K^{-r_b})$ for some constant $C$ large enough, the right hand side is positive for $n$ large enough. This establishes (D.10). Next, we show that $\bar{\beta} = \beta^* + \Delta$ is a global minimizer of $Q_n(\beta)$. This is true because the first order condition implies

$$
(\frac{\partial g_\beta(T, X)}{\partial \beta})\tilde{g}_\beta(T, X) = 0, \quad \implies \quad \tilde{g}_\beta(T, X) = 0,
$$

provided $\partial g_\beta(T, X)/\partial \beta$ is invertible. Following the similar arguments by applying the Weyl inequality, $\partial g_\beta(T, X)/\partial \beta$ is invertible with probability tending to one. Since $\hat{g}_\beta(T, X) = 0$, it implies $Q_n(\bar{\beta}) = 0$. Noting that $Q_n(\beta) \geq 0$ for any $\beta$, we obtain that $\bar{\beta}$ is indeed a global minimizer of $Q_n(\beta)$.

\[\square\]

**Lemma D.8.** Under the conditions in Theorem 4.1, $\bar{\beta}$ satisfies the following asymptotic expansion

$$
\bar{\beta} - \beta^* = -G^{-1}\bar{U} + \Delta_n, \quad (D.12)
$$

where $\bar{U} = \frac{1}{n} \sum_{i=1}^n U_i$, $U_i = (U_{i1}^T, U_{i2}^T)^T$, with

$$
U_{i1} = \left(\frac{T_i}{\pi_i^2} - \frac{1}{\pi_i} \right) h_1(X_i), \quad U_{i2} = \left(\frac{T_i}{\pi_i^2} - 1 \right) h_2(X_i),
$$

and

$$
\|\Delta_n\|_2 = O_p(K^{1/2} \cdot (K^{1/2}/n^{1/2} + 1/K^{r_b})^2 + \sqrt{K\log K \cdot (K^{1/2}/n^{1/2} + 1/K^{r_b})}).
$$

**Proof of Lemma D.8.** Similar to the proof of Lemma D.7, we apply the mean value theorem to each component of $\tilde{g}_\beta(T, X)$,

$$
\tilde{g}_\beta(T, X) + \left(\frac{\partial \tilde{g}_\beta(T, X)}{\partial \beta}\right)(\bar{\beta} - \beta^*) = 0,
$$

where for notational simplicity we assume there exists a common $\tilde{\beta} = v\beta^* + (1 - v)\bar{\beta}$ for some $0 \leq v \leq 1$ lies between $\beta^*$ and $\bar{\beta}$. After rearrangement, we derive

$$
\bar{\beta} - \beta^* = -G^{-1}\tilde{g}_\beta(T, X) + [G^{-1} - \left(\frac{\partial \tilde{g}_\beta(T, X)}{\partial \beta}\right)^{-1}\tilde{g}_\beta(T, X)]
$$

$$
= -G^{-1}\bar{U} + \Delta_{n1} + \Delta_{n2} + \Delta_{n3}, \quad (D.13)
$$
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\[ \Delta_{n1} = G^{*-1}[\bar{U} - \bar{g}_{\beta^*}(T, X)], \quad \Delta_{n2} = \left[ G^{*-1} - \left( \frac{\partial \bar{g}_\beta(T, X)}{\partial \beta} \right)^{-1} \right] \bar{U} \]

and
\[ \Delta_{n3} = \left[ G^{*-1} - \left( \frac{\partial \bar{g}_\beta(T, X)}{\partial \beta} \right) \right] \cdot [\bar{g}_{\beta^*}(T, X) - \bar{U}]. \]

We first consider \( \Delta_{n1} \) in (D.13). Let \( \xi = (\xi_1, \ldots, \xi_n)^T \), where
\[ \xi_i = T_i\left( \frac{1}{\pi_i} - \frac{1}{J_i^*} \right) - (1 - T_i)\left( \frac{1}{1 - \pi_i^*} - \frac{1}{1 - J_i^*} \right), \text{ for } 1 \leq i \leq m_1, \]
and
\[ \xi_i = T_i\left( \frac{1}{\pi_i^*} - \frac{1}{J_i^*} \right), \text{ for } m_1 + 1 \leq i \leq K. \]

Let \( H = (h(X_1), \ldots, h(X_n))^T \) be a \( n \times K \) matrix. Then, for some constants \( C, C' > 0, \)
\[
\|\Delta_{n1}\|_2^2 = n^{-2} \xi^T H G^{*-1} G^{*-1} H^T \xi \leq n^{-2} \|\xi\|_2^2 : \|H G^{*-1} G^{*-1} H^T\|_2 \\
\leq Cn^{-1} \|\xi\|_2^2 : \|H^T H/n\|_2 \leq C'n^{-1} \|\xi\|_2^2, \tag{D.14}
\]

where the third step follows from the fact that \( \|G^{*-1}\|_2 \) is bounded and the last step follows from Lemma D.4 and the maximum eigenvalue of \( \mathbb{E}[h(X_i)h(X_i)^T] \) is bounded. Since \( |\partial J(v)/\partial v| \) is upper bounded by a constant for any \( v \leq \sup_{x \in \mathcal{X}} |m^*(x)| \), then there exist some constants \( C, C' > 0, \) such that for any \( m_1 + 1 \leq i \leq K, \)
\[ |\xi_i| \leq C|\pi_i^* - J_i^*| \leq C' \sup_{x \in \mathcal{X}} |m^*(x) - \beta^* B(x)| \leq C'K^{-r_b}. \]

Similarly, \( |\xi_i| \leq 2C'K^{-r_b} \) for any \( 1 \leq i \leq m_1. \) Thus, it yields \( n^{-1} \|\xi\|_2^2 = O_p(K^{-2r_b}). \) Combining with (D.14), we conclude that \( \|\Delta_{n1}\|_2 = O_p(K^{-r_b}). \)

Next, we consider \( \Delta_{n2}. \) Since \( \|G^{*-1}\|_2 \) is bounded, we have
\[
\|\Delta_{n2}\|_2 \leq \|G^{*-1}\|_2 : \left\| \left( \frac{\partial \bar{g}_\beta(T, X)}{\partial \beta} \right) \right\|_2 \cdot \|G^* - \frac{\partial \bar{g}_\beta(T, X)}{\partial \beta}\|_2 \cdot \|\bar{U}\|_2 \\
\leq C\left( \|\bar{\beta} - \beta^*\|_2 K^{1/2} + \frac{K \log K}{n} \right) \cdot \sqrt{\frac{K}{n}},
\]

where the last step follows from Lemma D.5.

Finally, we consider \( \Delta_{n3}. \) By the same arguments in the control of terms \( \Delta_{n1} \) and \( \Delta_{n2}, \) we can prove that
\[
\|\Delta_{n3}\|_2 \leq \left\| G^{*-1} - \left( \frac{\partial g_{\beta}(T, X)}{\partial \beta} \right) \right\|_2 : \|\bar{g}_{\beta^*}(T, X) - \bar{U}\|_2 \\
\leq C\left( \|\bar{\beta} - \beta^*\|_2 K^{1/2} + \frac{K \log K}{n} \right) \cdot K^{-r_b}.\]
Combining the rates of $\|\Delta_n\|_2$, $\|\Delta_{n2}\|_2$ and $\|\Delta_{n3}\|_2$ with (D.13), by Lemma D.5, we obtain

$$\|\tilde{\beta} - \beta^*\|_2 \leq \|G^{-1}g\beta(T, X)\|_2 + \|\Delta_n\|_2 + \|\Delta_{n2}\|_2 + \|\Delta_{n3}\|_2$$

$$\leq C\left(\frac{K^{1/2}}{n^{1/2}} + \frac{1}{K^{r_0}}\right) + C\left(\frac{1}{n^{1/2}} + \frac{3}{K^{r_0}}\right)$$

for some constants $C, C' > 0$. Therefore, (D.12) holds with $\Delta_n = \Delta_n + \Delta_{n2} + \Delta_{n3}$, where

$$\|\Delta_n\|_2 = O_p\left(\frac{K^{1/2}}{n^{1/2}} + \frac{1}{K^{r_0}}\right)^2 + \sqrt{\frac{K\log K}{n}} + \left(\frac{K^{1/2}}{n^{1/2}} + \frac{1}{K^{r_0}}\right).$$

This completes the proof.

**Proof of Theorem 4.1.** We now consider the following decomposition of $\tilde{\mu}_\beta - \mu$,

$$\tilde{\mu}_\beta - \mu = \frac{1}{n} \sum_{i=1}^{n} \left[ T_i(Y_i(1) - K(X_i) - L(X_i)) - (1 - T_i)(Y_i(0) - K(X_i)) \right]$$

$$+ \frac{1}{n} \sum_{i=1}^{n} \frac{(T_i - 1)}{1 - J_i} K(X_i) + \frac{1}{n} \sum_{i=1}^{n} \frac{(T_i - 1)}{J_i} L(X_i) + \frac{1}{n} \sum_{i=1}^{n} L(X_i) - \mu$$

$$= \frac{1}{n} \sum_{i=1}^{n} \left[ T_i(Y_i(1) - K(X_i) - L(X_i)) - (1 - T_i)(Y_i(0) - K(X_i)) \right]$$

$$+ \frac{1}{n} \sum_{i=1}^{n} \frac{(T_i - 1)}{J_i} \Delta_K(X_i) + \frac{1}{n} \sum_{i=1}^{n} \frac{(T_i - 1)}{J_i} \Delta_L(X_i) + \frac{1}{n} \sum_{i=1}^{n} L(X_i) - \mu,$$

where $\bar{J}_i = J(\tilde{\beta}^T B(X_i))$, $\Delta_K(X_i) = K(X_i) - \alpha_1^T h_1(X_i)$ and $\Delta_L(X_i) = L(X_i) - \alpha_2^T h_2(X_i)$. Here, the second equality holds by the definition of $\tilde{\beta}$. Thus, we have

$$\tilde{\mu}_\beta - \mu = \frac{1}{n} \sum_{i=1}^{n} S_i + R_0 + R_1 + R_2 + R_3$$

where

$$S_i = \frac{T_i}{\pi_i^*} [Y_i(1) - K(X_i) - L(X_i)] - \frac{1 - T_i}{1 - \pi_i^*} [Y_i(0) - K(X_i)] + L(X_i) - \mu,$$

$$R_0 = \frac{1}{n} \sum_{i=1}^{n} \frac{T_i(Y_i(1) - K(X_i) - L(X_i))}{J_i \pi_i^*} (\pi_i^* - \bar{J}_i),$$

$$R_1 = \frac{1}{n} \sum_{i=1}^{n} \frac{(1 - T_i)(Y_i(0) - K(X_i))}{(1 - J_i)(1 - \pi_i^*)} (\pi_i^* - \bar{J}_i),$$

$$R_2 = \frac{1}{n} \sum_{i=1}^{n} \frac{(T_i - 1)}{J_i} \Delta_K(X_i), \quad R_3 = \frac{1}{n} \sum_{i=1}^{n} \frac{(T_i - 1)}{J_i} \Delta_L(X_i).$$

In the following, we will show that $R_j = o_p(n^{-1/2})$ for $0 \leq j \leq 3$. Thus, the asymptotic normality of $n^{1/2}(\tilde{\mu}_\beta - \mu)$ follows from the previous decomposition. In addition, $S_i$ agrees with the efficient score
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function for estimating \( \mu \) (Hahn, 1998). Thus, the proposed estimator \( \tilde{\mu}_\beta \) is also semiparametrically efficient.

Now, we first focus on \( R_0 \). Consider the following empirical process \( G_n(f_0) = n^{1/2}(\mathbb{P}_n - \mathbb{P})f_0(T, Y(1), X) \), where \( \mathbb{P}_n \) stands for the empirical measure and \( \mathbb{P} \) stands for the expectation, and

\[
f_0(T, Y(1), X) = \frac{T(Y(1) - K(X) - L(X))}{J(m(X))\pi^*(X)}[\pi^*(X) - J(m(X))].
\]

By Lemma D.7, we can easily show that

\[
\sup_{x \in \mathcal{X}} |J(\tilde{\beta}^\top B(x)) - \pi^*(x)| \lesssim \sup_{x \in \mathcal{X}} |\tilde{\beta}^\top B(x) - \beta^{*\top} B(x)| \\
+ \sup_{x \in \mathcal{X}} |m^*(x) - \beta^{*\top} B(x)| = O_p(K/n^{1/2} + K^{1/2 - \tau_b}) = o_p(1).
\]

For notational simplicity, we denote \( \|f\|_\infty = \sup_{x \in \mathcal{X}} |f(x)| \). Define the set of functions \( \mathcal{F} = \{f_0 : \|m - m^*\|_\infty \leq \delta\} \), where \( \delta = C(K/n^{1/2} + K^{1/2 - \tau_b}) \) for some constant \( C > 0 \). By the strong ignorability of the treatment assignment, we have that \( \mathbb{P}f_0(T, Y(1), X) = 0 \). By the Markov inequality and the maximal inequality in Corollary 19.35 of Van der Vaart (2000),

\[
n^{1/2}R_0 \leq \sup_{f_0 \in \mathcal{F}} \mathbb{E} \sup_{f_0 \in \mathcal{F}} G_n(f_0) \lesssim J[1](\|F_0\|_{P, 2}, \mathcal{F}, L_2(P)),
\]

where \( J[1](\|F_0\|_{P, 2}, \mathcal{F}, L_2(P)) \) is the bracketing integral, and \( F_0 \) is the envelop function. Since \( J \) is bounded away from 0, we have \( |f_0(T, Y(1), X)| \lesssim \delta Y(1) - K(X) - L(X) \) := \( F_0 \). Then \( \|F_0\|_{P, 2} \leq \delta\mathbb{E}|Y(1)|^2 / \delta \). Next, we consider \( N_1[1](\epsilon, \mathcal{F}, L_2(P)) \). Define \( \mathcal{F}_0 = \{f_0 : \|m - m^*\|_\infty \leq C\} \) for some constant \( C > 0 \). Thus, it is easily seen that \( \log N_1[1](\epsilon, \mathcal{F}, L_2(P)) \lesssim \log N_1[1](\epsilon, \mathcal{F}_0, L_2(P)) = \log N_1[1](\epsilon/\delta, \mathcal{M}, L_2(P)) \lesssim (\epsilon/\delta)^{1/k_1} \), where we use the fact that \( J \) is bounded away from 0 and \( J \) is Lipschitz. The last step follows from the assumption on the bracketing number of \( \mathcal{M} \). Then

\[
J[1](\|F_0\|_{P, 2}, \mathcal{F}, L_2(P)) \lesssim \int_0^\delta \sqrt{\log N_1[1](\epsilon, \mathcal{F}, L_2(P))} d\epsilon \lesssim \int_0^\delta (\epsilon/\delta)^{1/(2k_1)} d\epsilon,
\]

which goes to 0, as \( \delta \to 0 \), because \( 2k_1 > 1 \) by assumption and thus the integral converges. Thus, this shows that \( n^{1/2}R_0 = o_p(1) \). By the similar argument, we can show that \( n^{1/2}R_1 = o_p(1) \).

Next, we consider \( R_2 \). Define the following empirical process \( G_n(f_2) = n^{1/2}(\mathbb{P}_n - \mathbb{P})f_2(T, X) \), where

\[
f_2(T, X) = \frac{T - J(m(X))}{J(m(X))(1 - J(m(X)))}\Delta_K(X).
\]

By the assumption on the approximation property of the basis functions, we have \( \|\Delta_K\|_\infty \lesssim K^{-\tau_b} \). In addition,

\[
\|J(\tilde{\beta}^\top B(X)) - \pi^*(X)\|_{P, 2} \leq \|J(\tilde{\beta}^\top B(X)) - J(\beta^{*\top} B(X))\|_{P, 2} + \|J(\beta^{*\top} B(X)) - \pi^*(X)\|_{P, 2}
\]

\[
\lesssim \|\tilde{\beta}^\top B(X) - \beta^{*\top} B(X)\|_{P, 2} + \sup_{x \in \mathcal{X}} |m^*(x) - \beta^{*\top} B(x)|
\]

\[
= O_p(K^{1/2}/n^{1/2} + K^{-\tau_b}),
\]
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We first consider the second term \( n^{1/2} R_2 \) where the last step follows from Lemma D.7.

Define the set of functions \( \mathcal{F} = \{ f_2 : \| m - m^* \|_{p,2} \leq \delta_1, \| \Delta \|_{\infty} \leq \delta_2 \} \), where \( \delta_1 = C(K^{1/2}/n^{1/2} + K^{-r}) \) and \( \delta_2 = CK^{-r} \) for some constant \( C > 0 \). Thus,

\[
n^{1/2} R_2 \leq \sup_{f_2 \in \mathcal{F}} G_n(f_2) + n^{1/2} \sup_{f_2 \in \mathcal{F}} \mathbb{P} f_2.
\]

We first consider the second term \( n^{1/2} \sup_{f_2 \in \mathcal{F}} \mathbb{P} f_2 \). Let \( \mathcal{G}_1 = \{ m \in \mathcal{M} : \| m - m^* \|_{p,2} \leq \delta_1 \} \) and \( \mathcal{G}_2 = \{ \Delta \in \mathcal{H} - \alpha_1^T h_1 : \| \Delta \|_{\infty} \leq \delta_2 \} \). By the definition of the propensity score and Cauchy inequality,

\[
n^{1/2} \sup_{f_2 \in \mathcal{F}} \mathbb{P} f_2 = n^{1/2} \sup_{f_2 \in \mathcal{F}} E \left( \frac{\pi^*(X) - J(m(X))}{J(m(X))(1 - J(m(X)))} \Delta(X) \right)
\]

\[
\lesssim n^{1/2} \sup_{m \in \mathcal{G}_1, \Delta \in \mathcal{G}_2} \| \pi^* - J(m) \|_{p,2} \sup_{\Delta \in \mathcal{G}_2} \| \Delta \|_{p,2}
\]

\[
\lesssim n^{1/2} \delta_1 \delta_2 \lesssim n^{1/2}(K^{1/2}/n^{1/2} + K^{-r})K^{-r} = o(1),
\]

where the last step follows from \( r > 1/2 \) and the scaling assumption \( n^{1/2} \lesssim K^{r+1/2} \) in this theorem. Next, we need to control the maximum of the empirical process \( \sup_{f_2 \in \mathcal{F}} G_n(f_2) \). Following the similar argument to that for \( R_0 \), we only need to upper bound the bracketing integral \( J_1(\| F_2 \|_{p,2}, \mathcal{F}, L_2(P)) \). Since \( J \) is bounded away from 0 and 1, we can set the envelop function to be \( F_2 := C_\delta_2 \) for some constant \( C > 0 \) and thus \( \| F_2 \|_{p,2} \lesssim \delta_2 \). Define \( \mathcal{F}_0 = \{ f_2 : \| m - m^* \|_{p,2} \leq C, \| \Delta \|_{p,2} \leq 1 \} \) for some constant \( C > 0 \), \( \mathcal{G}_{10} = \{ m \in \mathcal{M} + m^* : \| m \|_{p,2} \leq C \} \) and \( \mathcal{G}_{20} = \{ \Delta \in \mathcal{H} - \alpha_1^T h_1 : \| \Delta \|_{p,2} \leq 1 \} \). Similarly, we have

\[
\log N_1(\| F_2 \|_{p,2}, \mathcal{F}_0, L_2(P)) \lesssim \log N_1(\| \epsilon \|_{p,2}, \mathcal{F}_0, L_2(P))
\]

\[
\lesssim \log N_1(\| \epsilon \|_{p,2}, \mathcal{G}_{10}, L_2(P)) + \log N_1(\| \epsilon \|_{p,2}, \mathcal{G}_{20}, L_2(P))
\]

\[
\lesssim \log N_1(\| \epsilon \|_{p,2}, \mathcal{M}, L_2(P)) + \log N_1(\| \epsilon \|_{p,2}, \mathcal{H}, L_2(P))
\]

\[
\lesssim (\delta_2/\epsilon)^{1/k_1} + (\delta_2/\epsilon)^{1/k_2},
\]

where the second step follows from the boundness assumption on \( J \) and its Lipschitz property, the third step is due to \( \mathcal{G}_{10} - m^* \subset \mathcal{M} \) and \( \mathcal{G}_{20} + \alpha_1^T h_1 \subset \mathcal{H} \) and the last step is by the bracketing number condition in our assumption. Since \( 2k_1 > 1 \) and \( 2k_2 > 1 \), it is easily seen that the bracketing integral \( J_1(\| F_2 \|_{p,2}, \mathcal{F}, L_2(P)) = o(1) \). This shows that \( \sup_{f_2 \in \mathcal{F}} G_n(f_2) = o_p(1) \). Thus, we conclude that \( n^{1/2} R_2 = o_p(1) \). By the similar argument, we can show that \( n^{1/2} R_3 = o_p(1) \). This completes the whole proof. \( \square \)